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Giant spin-phonon bottleneck effects in evaporable vanadyl-
based molecules with long spin coherence   

L. Tesi,a A. Lunghi,a,b M. Atzori,a E. Lucaccini,a L. Sorace,a F. Totti,a and R. Sessolia,* 

Vanadium(IV) complexes have recently shown record quantum spin coherence times that in 

several circumstances are limited by spin-lattice relaxation. The role of the environment and vibronic 

properties in the low temperature dynamics is here investigated by a comparative study of the 

magnetization dynamics as a function of crystallites size and steric hindrance of the -diketonate 

ligands in VO(acac)2 (1), VO(dpm)2 (2) and VO(dbm)2 (3) evaporable complexes (acac- = 

acetylacetonate, dpm- = dipivaloylmethanate, and dbm- = dibenzoylmethanate).  A pronounced 

crystallites size dependence of the relaxation time is observed at unusually high temperatures (up to 

40 K) which is associated to a giant spin-phonon bottleneck effect. We model this behaviour by an 

ad-hoc force field approach derived from density functional theory calculations, which evidences a 

correlation of the intensity of the phenomenon with ligand dimensions and unit cell size.  

 

Introduction  

Magnetic molecules characterized by a large spin and easy axis 

magnetic anisotropy have been the focus of significant interest 

since two decades.1 The interest in their properties is dual: 

from one side, their long relaxation time of the magnetization 

makes them appealing to build miniaturized memory units, 

while, from a fundamental point of view, they are studied as 

model systems to investigate quantum effects in the 

magnetization dynamics. Molecular magnets are nowadays 

investigated also at single molecule level mainly depositing 

them on surfaces2, 3 or inside nanojunctions4 to realize single 

molecule spintronics devices.5, 6 More recently another class of 

magnetic molecules, characterized by a small (S=1/2) and 

essentially isotropic spin state gained much attention thanks 

to their relatively long spin-spin or spin coherence time, T2.7-14 

The latter is one of the key features if a system has to be used 

as a quantum bits, or qubits, i.e. the fundamental unit of a 

quantum computer.15 Though many different physical 

realizations of qubits are available, magnetic molecules 

present some advantages. First, the electronic spin is the most 

intuitive and simple choice to reproduce the sought-after 

quantum behaviour of qubits15. Moreover, molecules can be 

processed to obtain ordered nanostructures, which is a 

prerequisite if a real device is to be developed,10 and synthetic 

chemistry techniques allow in principle to tune the interaction 

to couple two or more qubits.16, 17 On the other hand, their 

spin coherence time (i.e. the lifetime of any quantum 

superposition of states), is, in general, significantly shorter 

than that observed for other qubits candidates based on 

electronic spins, such as defects in inorganic 

semiconductors.18, 19 However, remarkably long quantum 

coherence times have been recently achieved in molecular 

systems by a rational design of the nuclear spin environment. 

Freedman et al.
14

 reported on a value of the phase memory 

time Tm (a lower estimation of T2), for a vanadium(IV) complex 

dissolved in CS2 of ca. 0.7 ms at 10 K. Furthermore, dilution in 

crystalline matrices provided detectable quantum coherence 

at room temperature in [(Ph)4P]2[Cu(mnt)2] (mnt = 

maleonitriledithiolate)8 and, more recently, for the 

processable VOPc (Pc = phthalocyanine) complex, where Rabi 

oscillations were also observed at room temperature.9 

Although the optimization of quantum coherence times is 

fundamental to perform coherent quantum logic operations, 

another step toward the integration of these molecular 

systems in real devices is their controlled deposition on solid 

surfaces and the investigation of their quantum coherence in 

the hybrid architecture. In this respect, still very little is known 

about the role that unusual environment, such as that of an 

isolated molecule on a surface, can have on spin lattice 

relaxation time, T1, as well as on T2. Indeed, a recent report 

highlighted the environment role played by a substrate made 

of a thin layer of MgO deposited on Ag on the magnetic 
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bistability of a Ho atom, which reaches a very long relaxation 

time for the magnetization,  1500 s at 10 K.20 

We have recently shown that the combination of 

alternating current (AC) susceptometry and pulsed electron 

paramagnetic resonance (EPR) spectroscopy can help to 

identify molecular systems with long-lived coherence at high 

temperature, where the coherence time is limited by the spin-

lattice relaxation.9 In our previous studies,10 we observed 

relatively long Tm for frozen solutions of VO(dpm)2 (dpm- = 

dipivaloylmethanate), 2 s at 80 K, and an anomalous 

coefficient for the direct mechanism of spin-lattice relaxation 

at low temperatures. The latter behaviour was attributed to 

the spin-phonon bottleneck effect, a phenomenon due to the 

lack of an efficient exchange between spins and the thermal 

bath mediated by low-frequency phonons, with the resulting 

slowing down of the relaxation process.21 This environmental 

effect, that depends on the crystallites size and on the 

concentration of paramagnetic ions, is particularly relevant for 

S=1/2 systems at low temperature, when the relaxation occurs 

through the direct process, which involves low energy 

resonant phonons.22-25 On the contrary few observations26-28 

on spin-phonon bottleneck effects were reported for 

molecules with spin higher than 1/2, e.g. Single Molecule 

Magnets (SMMs), because multi-phonon processes like the 

Orbach mechanism, which involves higher energy phonons, 

dominate.1 

The interaction of the magnetic systems with the 

environment presents several crucial aspects which involves 

structural, electronic, and vibrational properties. In this 

framework, the spin-phonon bottleneck effect in molecular 

systems is an intriguing issue that can evidence the key role of 

the environment on the magnetic relaxation and consequently 

also on the quantum coherence time. Indeed, it is clear that a 

deeper understanding of this effect and its control by tiny 

chemical modifications could in principle allow a further 

enhancement of the quantum coherence time.  

To evaluate the spin-phonon bottleneck effect in potential 

molecular spin qubits, we have performed an experimental 

investigation of the spin dynamics of the magnetization for 

three crystalline vanadyl -diketonate complexes, namely 

VO(acac)2 (1), VO(dpm)2 (2) and VO(dbm)2 (3)( acac- = 

acetylacetonate, dpm- = dipivaloylmethanate, and dbm- = 

dibenzoylmethanate), which feature the same vanadyl ion and 

ligand moiety with substituents of different steric hindrance. 

The spin dynamics of compounds 1-3 have been investigated 

by AC susceptometry on macro and microcrystalline samples 

over a wide range of temperatures and static magnetic fields. 

A giant spin-phonon bottleneck effect, detectable up to 40 K, 

with relaxation times of the magnetization, τ, spanning two 

orders of magnitude depending on the crystallite sizes, has 

been observed. Theoretical modelling has been used to get 

insights on the origin of this effect. For that purpose, an ad-hoc 

force field for the three systems has been derived from density 

functional theory (DFT) calculations and exploited to 

rationalize lattice properties such as phonon dispersion curves 

and vibrational density of states (DOS) for the three 

complexes. A strong correlation of the intensity of the 

phenomenon with ligand dimensions and unit cell size has 

been evidenced. 

Results and discussion  
 

Synthesis and crystal structures description 

1, 2 and 3 were prepared according to a general synthetic 

procedure already reported in the literature.29 The reaction 

between an aqueous solution of VOSO4·xH2O and the β-

diketonate ligand (1:2 molar ratio) partially deprotonated with 

Na2CO3 in EtOH/H2O (1:1) solution affords the desired 

products in good yields. Polycrystalline samples of compounds 

1-3 were characterized through powder X-ray diffraction 

(PXRD) analyses by comparing the experimental patterns with 

those calculated from the atomic coordinates of the reported 

single crystal X-ray structures.30-32 The good agreement 

between experimental and simulated patterns (see ESI, Figures 

S1-S3) demonstrates the phase purity of the investigated 

samples. 

 
 

Figure 1.  Molecular structures of 1 (a), 2 (b), and 3 (c), with principal atoms labelling 

scheme and coordination geometry of the VIV ions highlighted. 
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All investigated compounds show a vanadyl ion VO2+ 

coordinated by two chelating bidentate -diketonate ligands. 

The coordination geometry around the penta-coordinated VIV 

metal centre is a distorted square pyramid with the metal ion 

slightly above the basal plane (0.545(1) Å (1), 0.573(1) Å (2), 

0.559(1) Å (3)) (Figure 1).The V=O bond distances are 1.585(1) 

Å, 1.574(1) Å, and 1.578(1) Å for 1, 2 and 3, respectively, 

whereas the average VO bond lengths are 1.969(2) Å for 1, 

1.964(2) Å for 2, and 1.946(2) Å for 3. The V=O double bond, 

being ca. 0.4 Å shorter than the VO single bonds, induces a 

strong axial distortion of the ligand field acting on the d-

orbitals of the metal ion; this, together with the out of plane 

position of the metal atom, results in the dxy orbital lying 

lowest and being singly occupied. The large energy difference 

between the magnetic orbital and the unoccupied ones make 

these S = 1/2 systems ideal candidates as molecular spin 

qubits.33 

The substituents on the common -diketonate ligand 

moiety have a steric hindrance that increase in the order 1 < 2 

< 3. Accordingly, the unit cell parameters increase in the same 

order, although they are further increased by the higher 

symmetry of the space groups of 3.   Indeed, even if all 

compounds crystallize with only one crystallographically 

independent molecule in the asymmetric unit, 1 crystallizes in 

the triclinic centrosymmetric space group P-1 (Z=2), whereas 2 

and 3 crystallize in the P21 and Pbca monoclinic space groups 

with Z = 2 and Z = 8, respectively. Such crystallographic 

differences have important implications on the theoretical 

calculations of the lattice properties (vide infra).  

The very similar coordination environment along the series 

is reflected in practically identical frozen solution EPR spectra 

(Figure S4), which show the typical features of an anisotropic 

doublet interacting with an I = 7/2 nuclear spin (51V, n. ab. 

99.75%). The spectra have been simulated34 on the basis of the 

Spin Hamiltonian H = BBgS + IAS, providing almost identical 

parameters for the three derivatives (Table S1) indicating only 

negligible differences in the electronic structure of the 

complexes. The obtained parameters are in the range 

previously reported for VO2+ -diketonate-type derivatives35, 36 

and are characterized, as expected, by partially rhombic g and 

A tensors. Larger deviations from the free electron values for g 

and larger hyperfine coupling are observed along the z 

direction, which is directed along the V=O bond.36 The 

corresponding field/energy levels obtained for field applied 

along z and along x axis are reported in Figure S5. 

 
Magnetization dynamics 

The investigation of the spin-phonon bottleneck effect was 

based on the comparison of AC susceptibility data measured 

for several samples of 1-3 made up of crystallites of different 

sizes. We began our investigation by measuring AC magnetic 

susceptibility as a function of the applied static magnetic field 

(Figure 2) and temperature (Figure 3a) on three polycrystalline 

samples of 1 with different crystallite dimensions (d): 

macroscopic crystals as obtained from crystallization (d ca. 1-5 

mm) (1a), moderately crushed crystals (d ca. 500 m) (1b), and 

well crushed and pressed microcrystalline powders (d ca. 10 

m) (1c). The dimensions of the crystallites were qualitatively 

estimated by X-ray microtomography (Figure S6). As expected, 

the imaginary component of magnetic susceptibility, χ'', is zero 

for all the compounds in zero static magnetic field; on 

application of a moderate static magnetic field (20 mT) a 

maximum in the χ''() plot is observed accompanied by a 

concomitant decrease of the real part, χ' (Figure S7-S9). The 

Debye model1 has been used to reproduce the frequency 

dependence of χ'', thus allowing to extrapolate the values of 

the relaxation time, , the width of the relaxation time 

distribution, , and the difference between isothermal and 

adiabatic susceptibility, χT- χS as a function of temperature and 

applied field. 

 
 

Figure 2.  Magnetization relaxation time for samples 1a, 1b, 1c as a function of the 

static magnetic field at T = 10 K, reported as a log-log plot. Solid lines are best fit curves 

obtained by using eq. (1) with the parameters reported in Table 1. 

It is evident from Figure 2 that the three morphologically 

different samples show very different absolute values of the 

relaxation time , which is ca. one order of magnitude higher 

for 1a with respect to 1c at T = 10 K and B up to 1 T.  

Remarkably the sample dependence of  remains constant up 

to 1-2 T but almost disappears at the highest investigated field 

of 9 T. On the other hand, it increases dramatically on lowering 

the temperature, being as high as two orders of magnitude at 

T = 5 K and B = 0.2 T (Figure 3a).  

The field dependence of the relaxation time follows for all 

three samples a behaviour observed for other vanadyl-based 

compounds9, 10, which can be simulated using equation (1), 

derived from the Brons-van Vleck model.37, 38 

 

𝜏−1 = 𝑐𝐵4 + 𝑑
1 + 𝑒𝐵2

1 + 𝑓𝐵2
 

 

(1) 

The first term accounts for the field dependence of the direct 

mechanism of relaxation between two states split by the 

Zeeman energy, while the second term takes into account 

several mechanisms of mixing between the levels depending 

on inter and intramolecular interactions. The best-fit 

parameters are reported in Table 1.  
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The observed differences between 1a, 1b and 1c could be 

in principle due to a non-statistical random orientation of the 

crystals, especially for non-crushed crystallites, as in sample 

1a: the anisotropic Spin Hamiltonian parameters might indeed 

result in different relaxation times for field applied along 

different directions. To test this hypothesis, a 5.4 mg single 

crystal of 1 was investigated, following the same protocol used 

for polycrystalline samples, by applying the static and AC 

magnetic fields parallel and perpendicular to the V=O bond. 

The triclinic space group of this derivative further assures that 

all molecules in the crystal structure have the same orientation 

of the g and A tensors, thus providing the same energy pattern 

for all the molecules in a given applied field. The results, 

reported in ESI, Figure S10, revealed no significant differences 

between the two orientations, clearly demonstrating the key 

role of the crystallites dimensions in determining the spin 

dynamics. Indeed, these results evidence that the strong 

anisotropy in the hyperfine interaction does not play a role in 

the investigated field and temperature range, despite that 

both energy and composition of the eigenstates are strongly 

affected by the orientation of the field (Figure S5). The reason 

is that at the investigated temperatures all the 16 states of the 

hyperfine split doublet are essentially equi-populated: 

temperatures below 100 mK will be necessary to evidence 

nuclear spin effects on the dynamics of the magnetization.39  
 

Figure 3. Temperature dependence of the magnetization relaxation time for 1a, 1b and 

1c (a) and for 2a, 2c and 3a, 3c (b), at B = 0.2 T. 

Having established that the observed differences in  are 

due to the different crystallite sizes in the three samples and 

then to spin-phonon bottleneck effects, the reduced 

differences observed at higher field values (Figure 2) can be 

easily explained. Indeed, the splitting of the S=1/2 doublet 

increases with the field and phonons of higher frequency are 

involved in the resonant mechanism of relaxation, thus 

reducing the efficiency of the spin-phonon bottleneck effect.  

 

Sample c ∙ 10
-4 

(T
-4

 

ms
-1

) 

d (ms
-1

) e (T
-2

) f (T
-2

) 

1a 4.8 ± 0.2 0.5 ± 0.2 11 ± 3 248 ± 163 

1b 6.0 ± 0.2 1.9 ± 0.1 6.1 ± 0.6 72 ± 10 

1c 6.3 ± 0.1 4.0 ± 0.3 4.2 ± 0.3 56 ± 6 

 

Table 1. Best-fit parameters of the model (eq. 1) used to reproduce the field 

dependence of the magnetization relaxation rate -1 for 1a, 1b and 1c. 

A pronounced dependence of  for 1 on crystallites size is also 

evident by analysing its temperature dependence (Figure 3a). 

These differences become more evident on lowering the 

temperature, but are still present at the highest investigated 

temperature, 42 K. The slopes in the log-log plot of  for the 

three samples and their trends are quite different: they tend 

to the same value at high temperature, but from ca. 20 K to 

lower temperature, the slope for 1b and 1c decreases, while 

for 1a increases. This behaviour can be qualitatively 

interpreted as due to two different regimes: a low 

temperature one, where direct process dominates, and a 

higher temperature one, where a Raman-like process drives 

the relaxation.40 According to this interpretation, we obtained 

the slope coefficients under and above 20 K for 1a, 1b and 1c 

by two distinct linear fits (Table 2) of the thermal dependence 

of .  

 

Sample\Temperature < 20 K    > 20 K 

1a 4.2 3.4 

1b 1.9 2.7 

1c 1.5 2.4 

Table 2.  Slopes of the temperature dependence of  in the log-log plot for 1a, 1b, and 

1c, given as the n parameter of   T-n. 

 

The results reported in Table 2 are unusual because the direct 

mechanism, which is dominant at low temperature, should 

depend linearly on temperature, while deviations from this 

behaviour are observed for all samples, especially for 1a. 

Above 20 K the Raman-like mechanism dominates and a T-3 

dependence on temperature, typical of vanadyl-based 

systems9, 10, 41, 42, is observed.  

To describe the paramagnetic relaxation in presence of the 

spin-phonon bottleneck effect Stoneham23 derived, from 

thermodynamic bases, an equation to take into account the 

contributions involved in the relaxation (equation 2), 

independently from the mechanisms of the relaxation process: 
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𝜏 = 𝜏𝑆𝐿 + (

𝑐𝑆

𝑐𝐿
) 𝜏𝐿𝐵 

 

(2) 

where 𝜏 is the spin-bath relaxation time, actually the one 

measured by AC susceptibility, 𝜏𝑆𝐿 is the spin-lattice relaxation 

time, 𝑐𝑆 is the specific heat of the spin system, 𝑐𝐿 the lattice 

specific heat, and 𝜏𝐿𝐵the lattice-bath relaxation time. Equation 

(2) suggests that, if 𝜏𝐿𝐵 is high enough, a variation of the 

magnetic ions concentration (equal to a change in cS/cL) or on 

the crystallite size (equal to a change of 𝜏𝐿𝐵) results in a 

modification of the observed relaxation time.  

The rate-determining step for the phonon-bath exchange 

process could involve the transfer of energy in space (spatial 

bottleneck) or in frequency (spectral bottleneck). Stoneham 

observed that when spatial bottleneck dominates then 

𝜏 → 𝜏𝐿𝐵 ⋅  𝑇−2 and 𝜏𝐿𝐵  ∝  𝑑, where d is the size of the 

crystallites. The exponent n=2 in   T-n, originated by the 

specific heat ratio in eq. (2), is indeed the most commonly 

found in S = 1/2 systems affected by the spin-phonon 

bottleneck,24 including the pseudo-spin S=1/2 of an YbIII 

complex.22 However, van Vleck suggested that, taking into 

account the finite life time of phonons, 𝜏𝐿𝐵 could also depend 

on temperature and an exponent up to n = 6 can be 

expected.21 The latter seems the case of 1a, which, thanks to 

the rapid divergence at low temperature, reaches remarkable 

large values of , e.g.  400 ms at 5 K, and shows butterfly-like 

magnetic hysteresis around 2 K (Figure S11). This occurs at a 

much higher temperature than previously observed in other 

vanadium(IV) containing systems.25 

To confirm that our observation can be associated to a 

poorly efficient energy transfer to the thermal bath and not to 

changes induced by the mechanical stress on the crystallites, 

we have investigated the magnetization dynamics of 1a 

covered by activated carbon (1a’). This is expected to favour 

the thermal exchange between the helium gas (acting as the 

bath) and the crystallites, resulting in a faster relaxation 

process. The extracted spin-lattice relaxation times, (Figure 

S12) evidence a small but significant reduction of  for 1a’, and 

that this effect is more pronounced at low temperature. These 

results confirm that the heat exchange between the 

crystallites and the bath plays a key role in determining the 

relaxation time. 

Finally, to evaluate the contribution of the crystal and the 

molecular structures on spin-phonon bottleneck, we analysed 

the magnetization dynamics of 2 and 3. AC susceptibility was 

measured only for macroscopic crystallites as obtained from 

crystallization (d ca. 1 mm) (2a and 3a) and for the same 

crystallites subsequently crushed in microcrystalline powders 

(d ca. 10 m) (2c and 3c), in the same field and temperature 

range of 1. The data for the real, χ’, and the imaginary, χ’’, 

component of the susceptibility for 2 and 3 are reported in the 

supporting information (Figure S13-S16). Figure 3b shows the 

temperature dependence of the extrapolated relaxation times 

, evidencing that, as observed for 1, also 2 and 3 exhibit a 

significant dependence of  on the crystallite size.  

To directly compare the effect of the crystallite size on , 

and thus the relative importance of the bottleneck effect in 

the three investigated complexes, we also report in Figure 4 

the ratio between the relaxation time of the macroscopic 

crystallites (a) and that of the crushed crystallites (c). Indeed, 

according to eq. (2), in the macroscopic crystallites the effect 

should be maximum, whereas it should be negligible in the 

other one. This approach allows to highlight a clear trend for 

the three compounds: the smaller the mass of the molecule, 

the higher is the temperature at which size effects become 

visible. We further note that while 1 and 3 show a constant 

increase of this ratio on lowering the temperature, 2 reaches a 

plateau around 5 K. This is probably due to the different 

morphology of the crystals: 1 and 3 form almost isometric 

crystals, while 2 forms thin plates, thus hampering to reach the 

infinite size regime for this compound.   

 

 
 

Figure 4. Ratio of the spin-lattice relaxation time between macroscopic crystallites 

(crystals) and crushed crystallites (powders) for 1, 2 and 3 as a function of the 

temperature at B = 0.2 T. 

We can conclude that this experimental investigation 

surprisingly proved a neat and remarkable relation between 

the dynamic magnetic properties of vanadyl -diketonate and 

their organic ligands moieties, suggesting a strong correlation 

between the spin relaxation and vibrational degrees of 

freedom. 

 
Theoretical calculations 

In order to provide a microscopic link between the observed 

experimental behaviour for the relaxation time in 1, 2 and 3 

and their structural features, lattice dynamics simulations 

were performed for all of them.  

The phonon dispersion curves for 1-3, reported in Figure 5, 

have been calculated along the arbitrary path X(0.5,0,0)-

(0,0,0)-Y(0,0.5,0)-(0,0,0)-Z(0,0,0.5), where the coordinates 

are expressed in the reciprocal lattice basis units.  They show 

optical modes lying at extremely low energy. This hints to a 

possible important role of these modes in the lattice dynamics 

even in the low temperature regime, where usually only 

acoustic phonons are expected to be populated. Furthermore, 
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the mixing between the latter and the low lying optical modes 

is present for all compounds. 

The most striking difference between the three 

compounds is the increased number of bands in the low 

energy region of the vibrational spectra, passing from 1 to 3. 

This effect is due to the increasing size of their unit cells, which 

in turn makes possible the formation of more low-energy 

delocalized vibrations, involving, for instance, local molecular 

rotations and internal torsions. This feature is also highlighted 

by the vibrational density of states (DOS), reported in the right 

hand side of Figure 5. Indeed, the smallest density of states is 

computed for 1 while a much higher phonon density of states 

is computed for 3.An intermediate result is computed for 2.

  

Figure 5. Dispersion curves for 1, 2 and 3 (left) and normalized vibrational DOS (right). 

A similar trend is also observed for the temperatures at which 

the three systems access to non-zero density of states: the 

lowest and the highest were found for 3 and 1, respectively.  

Along the same progression of the unit cell dimensions 

(vide supra), it is also possible to observe the reduction of the 

acoustic bands slope. This is in agreement with the 

dependence of this property with the inverse square root of 

the mass of the unit cell. Indeed, proceeding from 1 to 3, the 

slope of the acoustic branch, which correlates to the speed of 

sound in the crystal, decreases and an increased efficiency in 

promoting relaxation is thus expected. 

As already discussed, the spin-phonon bottleneck effect is 

related to the inefficiency of the crystal lattice to dissipate the 

phonons created during the spin relaxation process. Therefore, 

the possibility to observe deviation of the spin dynamics as a 

side effect of the spin-phonon bottleneck is directly related to 

the conductivity of the material where the spin is embedded 

in. According to the heat conductivity (k) formula obtained 

from the Boltzmann transport equation (BTE), equation(3),43 

each phonon (iq) in the system contributes to this property 

with three factors: its life-time 𝜏𝑖𝑞, its group velocity v and its 

specific heat Cv: 

 
𝑘𝛼𝛽 = ∑ 𝐶𝑣𝑖𝑞𝑣𝑖𝑞

𝛼 𝑣𝑖𝑞
𝛽

𝜏𝑖𝑞

𝑖𝑞

 

 

(3) 

At low temperature, the k limiting factor is expected to be the 

lacking of heat carriers (phonons) and this feature is accounted 

by the specific heat. This assumption is also in agreement with 

the Stoneham model (equation 2), where the ratio of the spin 

and lattice specific heats gauges the effects on  by the 

phonons relaxation time, suppressing them completely for 

high lattice specific heat. When the latter condition does not 

apply, the crystal non-equilibrium features, such as the 

phonon life-time, become relevant also for the spin dynamics. 

It should also be noted that 𝜏𝑖𝑞  itself would in principle 

contribute to reduce the lattice thermal conductivity. 

However, its effects in this respect are expected to become 

notable only at high temperatures, where the anharmonic 

phonon-phonon scattering processes take place. The specific 

heat of a given mode, with energy ℏ𝝎𝒊𝒒, vanishes at 0 K and 

starts increasing with T according to:. 

 

𝐶𝑣𝑖𝑞 = 𝑘𝐵 (
ℏ𝜔𝑖𝑞

2𝑘𝐵𝑇
)

2

𝑐𝑜𝑠𝑒𝑐ℎ2 (
ℏ𝜔𝑖𝑞

2𝑘𝐵𝑇
) 

 

(4) 

According to eq. (3) and eq.(4), the higher the phonon density 

of states near or below a certain kBT, the higher would be the 

value of Cv and k at that temperature and, therefore, the lower 

would be the chance to observe the spin-phonon bottleneck. 

For what concerns the three samples under study, 1 is 

expected to show a spin-phonon bottleneck effect up to higher 

temperatures with respect to 2 and 3, due to the dramatic 

drop in the amount of accessible phonons at frequencies lower 

than 30 cm-1 (40 K), corresponding to the highest temperature 

at which the spin-phonon bottleneck has been observed for 

this compound. The same argument holds for the comparison 

between 2 and 3, where the latter would be expected to show 

a spin-phonon bottleneck to a lesser extent, as it indeed does. 

The presented analysis is, of course, mainly based on simple 

statistic considerations since it does not take into account the 

coupling of the vibrational and the spin degrees of freedom, 

but only a larger or minor density of states accessible at low 
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temperature. A preliminary attempt to face this problem was 

reported by Moreno et al.44 

 

Conclusions 

In the last couple of years, the investigation of spin dynamics 

of simple molecules by AC susceptometry has allowed to 

identify in the vanadyl unit one of the most promising 

candidates for a potential application as molecular based 

quantum bits.9, 10, 33 However, the present study points out 

that these slow relaxing systems exhibit a giant spin-phonon 

bottleneck and the relaxation times can vary over several 

order of magnitudes depending on the crystallites size. This 

evidences the need to carry out comparison of relaxation 

times obtained by different samples with special care. In 

particular, it is of absolute importance to separate effects 

coming from the electronic structure and those related to the 

exchange of energy with the thermal bath.  

The investigation of a series of compounds exhibiting the 

same electronic properties but different peripheral group on 

the ligands has evidenced the key role played by the phonon 

spectrum on the magnetization dynamics, highlighting that 

smaller molecules exhibit a more pronounced spin-phonon 

bottleneck effect and in general a slower relaxation due to a 

higher velocity of acoustic phonons, as estimated from a 

combination of DFT and molecular dynamics approaches. 

Interestingly, similar comparative studies performed in frozen 

solution have not highlighted any significant trend.14  

Though the concentrated samples investigated here are 

not expected to exhibit long coherence time, the possibility to 

evaporate them on surfaces makes this family of complexes 

extremely appealing to further investigate the spin dynamics, 

once these molecules are deposited on a substrate. Indeed the 

latter can influence not only electronic but also vibrational 

degrees of freedom of the molecular system, as evidenced in 

this work. The reduced efficiency of energy exchange from the 

spin system to the thermal bath could actually contribute to 

enhance the magnetic bistability, as observed for Ho atoms20 

or TbPc2 SMMs45 on MgO thin films, which constitute a very 

rigid lattice. In these experiments, performed in ultra-high 

vacuum conditions, the thermalisation of the spin systems 

occurs, in fact, through the substrate, whose rational choice 

could be an additional tool to control the molecular spin 

dynamics. 

Experimental 

General remarks 

Acetylacetone (acac), dipivaloylmethane (dpm) and 

dibenzoylmethane (dbm) were purchased from Sigma-Aldrich.  

Powder X-Ray crystallography  

Wide-Angle Powder X-ray Diffraction (PXRD) patterns on 

polycrystalline samples were recorded on a Bruker New D8 

Advance DAVINCI diffractometer in a θ - θ configuration 

equipped with a linear detector. The scans were collected 

within the range 540° (2θ) using CuKα radiation ( = 1.540 Å). 

The simulated patterns were generated from the atomic 

coordinates of the single crystal structure solutions using the 

Mercury CSD 3.3 program46 (copyright CCDC, 

http://www.ccdc.cam.ac.uk/mercury/) using a FWHM (full 

width at half maximum) of 0.15 and a 2 step of 0.025. 

Electron paramagnetic resonance (EPR) analysis 

X-Band EPR spectra were recorded on a Bruker Elexsys E500 

spectrometer equipped with a SHQ cavity ( = 9.392 GHz). Low 

temperature (50 K) needed to freeze the measured solutions 

(1 mM, 2:3 toluene: CH2Cl2) was obtained using an Oxford 

Instruments ESR900 continuous flow helium cryostat. 

Magnetic measurements 

Alternate current (AC) susceptibility measurements were 

performed in the temperature range 1.8–40 K with applied 

magnetic fields up to 8.8 T on polycrystalline samples of 

compounds 1-3, by using a Quantum Design Physical Property 

Measurement System (PPMS) equipped with a AC 

susceptometer operating in the 10 Hz10 kHz frequency range 

and a Quantum Design Magnetic Property Measurement 

System (MPMS) equipped with a Superconducting Quantum 

Interference Device (SQUID) AC susceptometer operating in the 

0.1 Hz1 kHz frequency range at the same gas exchange 

pressure (ca. 10 Torr) for all measurements. All samples were 

measured wrapped in teflon. The well crushed (c) samples 

were also pressed in a pellet. Susceptibility and  magnetic data 

were corrected for the sample holder previously measured 

using the same conditions and for the diamagnetic 

contributions as deduced by using Pascal’s constant tables 

(Figure S7-S16).47 

Force Field parametrization  

Force field parameters for the three molecules have been 

derived following the procedure outlined by Ryde48 and 

exploiting the software Hess2FF.49 This approach requires the 

calculation of the hessian matrix for the three isolated 

molecules in order to map their eigenvalues and eigenvectors 

on the chosen intra-molecular force field energy 

representation. In this work, the energy has been chose 

according to the GAFF recipe,50 except for the choice of 

completely screening the non-bonded 1-4 interactions (they 

have been set to zero) in order to minimize the known 

shortcoming of the parametrization method.48 In this 

framework, all the parameters related to internal degrees of 

freedom have been optimized and no use of the GAFF library 

has been made for the intra-molecular interactions. On the 

other hand, the non-bonded part of the force filed, composed 

by vdW and coulomb interactions, has been set up with the 

original GAFF's Lennard Jones parameters and with RESP 

charges. The assessment of the FF quality has been made on 

the basis of its ability to reproduce structural features of both 

isolated molecules and their crystalline cells. While the 

isolated DFT calculations used as basis for the FF mapping offer 

a straightforward way to rationalize the quality of the mapping 
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itself, another set of ab initio reference calculations for the 

periodic crystals must be provided. This second reference has 

been produced through the optimization of the unit cells for 1, 

2 and 3 with a periodic boundary condition based DFT 

software (pDFT). A good overall agreement has been obtained 

between FF, DFT, pDFT and experimental parameters. The 

details of these tests are listed and further discussed in the ESI.  

All aforementioned optimization, hessian and RESP charges 

calculations on the isolated molecules have been carried out 

with the software Gaussian0951 at the DFT level of theory. All 

the elements have been described with a 6-31G* basis set and 

the PBE52 functional. pDFT calculations have been executed on 

the molecules unit cell with the CP2K software53, employing 

the PBE functional with the DZVP-MOLOPT basis set and a 

plane waves cut-off of 500 Ry, for all the elements. In all DFT 

simulation protocols Grimme's D3 vdW correction scheme has 

been employed54. 

Lattice dynamics 

Crystal properties calculations have been carried out with an 

home-made software for the lattice dynamics part and with 

lammps molecular dynamics package55 for what concerns 

crystal cells optimization and force calculations. Forces have 

been calculated employing Ewald summations on the 

reciprocal space with an accuracy of 1.0x108 for the long-range 

part of both electrostatic and dispersion interactions. 

The dynamical matrices of the three molecules supercells have 

been computed by force fields through lammps. The supercell 

of 1 and 2 has been chosen as 3x3x3 times the primitive cell 

(two molecules each), while the supercell of 3, due to the 

larger amount of molecules contained, has been modelled as 

2x2x2 times the primitive cell (eight molecules). The three 

supercells have been optimized with lammps through a 

thermal annealing procedure with a final optimization at 0 K of 

both atomic positions and cell parameters. The optimized 

supercells have then be used to evaluate lattice properties by 

perturbation theory.56 The real space dynamical matrix 

elements are defined as 

 

𝑓𝑠𝑡(𝑘𝑖, 𝑘′𝑗) =
𝜕2𝐸

𝜕𝑥𝑘𝑖𝑠𝜕𝑥𝑘′𝑗𝑡
    (5) 

 

The indexes k and k' run over the cells inside the supercell, i 

and j run over the atoms inside the specific cell while s and t 

run over the three cartesian spatial coordinates.  The 

calculation of fst(ki, k'j) has been done by numerical 

differentiation, displacing each atoms in the primitive cell by 

+/-0.01 Å along the three spatial directions. Convergence of 

the results with respect to the differentiation step has been 

checked. The real space force constants have then been used 

to build the dynamical matrix 

 
𝐷𝑠𝑡(𝑖𝑗, 𝑞) = 

1

√𝑚𝑖𝑚𝑗
∑ 𝑓𝑠𝑡(𝑘𝑖, 𝑘′𝑗)exp [𝑖𝑞 ⋅ (𝑟(𝑘′) − 𝑟(𝑘))]𝑘′          (6) 

 

where m are the masses of the atoms in the k\k' cell inside the 

considered supercell and q represents a vector in the 

reciprocal primitive lattice. Finally, r(k)-r(k') represents the 

distance between the primitive cell k and the considered cell k' 

in the supercell.  

The vibrational density of states (DOS) is defined as 

 

𝐷𝑂𝑆(𝜔) =
1

𝑁𝑞
∑ 𝛿(𝜔 − 𝜔𝛼𝑞) 𝛼𝑞  (7) 

 

where Nq is the number of q-points in the reciprocal space and 

ωαq is the α eigenvalue obtained through diagonalization of 

the dynamical matrix D(q). 

The DOS have been obtained integrating the Brillouin zone 

with a 8x8x8 regular mesh of points in the crystals reciprocal 

space. A normalized Gaussian broadening, with σ of 5 cm-1, has 

also been applied to all frequencies. 
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