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Hypoxia-inducible factor-2 (HIF-2), a heterodimeric transcriptional protein consisting of HIF-2a and aryl
hydrocarbon receptor nuclear translocator (ARNT) subunits, has a broad transcriptional profile that plays
a vital role in human oxygen metabolism. M1001, a HIF-2 agonist identified by high-throughput
screening (HTS), is capable of altering the conformation of Tyr281 of the HIF-2a PAS-B domain and
enhancing the affinity of HIF-2a and ARNT for transcriptional activation. M1002, an analog of M1001,
shows improved efficacy than M1001. However, the cocrystal structure of M1001 and HIF-2 has some
defects in revealing the agonist binding mode due to the relatively low resolution, while the binding
mode of M1002 remained unexplored. To in-depth understand agonist binding profiles, herein, the
molecular dynamic (MD) simulations was applied to construct a stable agonist-protein model, and a
possible binding mode was proposed through the analysis of the binding free energy and hydrogen
bonding of the simulation results. Nine compounds were then synthesized and evaluated to verify the
proposed binding mode. Among them, compound 10manifested improved agonistic activity and reduced
toxicity compared to M1002. This study provides deep insight into the binding mode of such HIF-2
agonists, which would be useful for designing novel agonists for HIF-2.

© 2020 Elsevier Masson SAS. All rights reserved.
1. Introduction

The hypoxia response signaling axis acts as a critical role in
promoting adaptation to hypoxia by regulating processes such as
oxygen metabolism, oxygen delivery, angiogenesis, and cell sur-
vival [1e3]. Hypoxia-inducible factor-2 (HIF-2), a member of the
HIF family proteins, is a heterodimeric transcription factor
composed of an oxygen-dependent HIF-2a subunit and a stably
expressed aryl hydrocarbon receptor nuclear translocator (ARNT)
subunit [4,5]. HIF-2 plays a vital role in the hypoxia response
signaling pathway [6], which has a wide range of target genes
involved in many physiological and pathological processes. The
disorder of HIF-2 contributes to corresponding pathogenesis, such
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as ischemia [7] and tumorigenesis [8]. The use of small-molecule
modulators to regulate HIF-2 levels has been proved as an effec-
tive strategy for the treatment of HIF-2 related diseases, of which
renal anemia [7] and renal cell carcinoma [9] are most studied.

Currently, there are two main types of HIF-2 small-molecule
modulators, prolyl hydroxylase domain (PHD) inhibitors [10] and
HIF-2 allosteric inhibitors [11]. Under normoxic conditions, the
proline residues, Pro405 and Pro531, of HIF-2a are hydroxylated by
PHD enzymes and, consequently, the hydroxylated HIF-2a is
recognized for ubiquitination and proteasome degradation. PHD
inhibitors stabilize HIF by inhibiting the PHD-mediated hydroxyl-
ation process and increase the expression levels of HIF downstream
genes, such as erythropoietin (EPO), cytochrome b (Cytb), and the
ferrous ion membrane transport protein divalent metal transporter
1 (DMT1), thus promoting erythropoiesis and iron metabolism and
thereby alleviating renal anemia [10].

HIF-2a allosteric inhibitors can inhibit the dimerization and
transcription of HIF-2 by changing the conformation of the HIF-2a
subunit. In 2009, a buried cavity of approximately 290 Å3 was
recognized inside the HIF-2a-PASB domain (Fig. 1B) [12]. HIF-2a
allosteric inhibitors occupy the hydrophobic cavity and push the
side chain of Met252 (an internal residue) to the binding surface of
mode of HIF-2 agonists through molecular dynamic simulations and
oi.org/10.1016/j.ejmech.2020.112999
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Fig. 1. (A) Representative structures of HIF-2 modulators. (B) Schematic diagram of the HIF-2-PASB domain (PDB ID:4ZP4) [17]. The cyan cartoon shows the HIF-2a-PASB domain,
and the salmon cartoon shows the ARNT-PASB domain. The two oval shapes refer to the internal cavity of the HIF-2a-PASB domain and the binding interface of PASB domains of two
subunits, respectively. The enlarged image on the right shows the three key hydrogen bonds (green dotted line representation) at the binding interface. (C) Schematic diagram of the
mechanism of HIF-2 allosteric inhibitor (PDB ID: 6E3S) [15]. The inhibitor is represented by a yellow ball and a stick. The cyan and salmon sticks show the residues in the cocrystal
structure of inhibitor PT2385 with HIF-2 (PDB ID: 6E3S) [15]. The purple sticks show Met252, Asp251, Met250 in apo protein (PDB ID: 4ZP4) [17]. PT2385 pushes the side chain of
Met252 to the binding surface to break the hydrogen bond between Asp251 and Asn448. (D) Schematic diagram of the mechanism of the HIF-2 allosteric agonist (PDB ID: 6E3U)
[15]. The agonist is represented by white ball and sticks. The cyan and salmon sticks show the residues in the cocrystal of agonist M1001 and HIF-2 (PDB ID: 6E3U) [15]. The purple
sticks show Tyr281 in apo protein (PDB ID: 4ZP4) [17]. M1001 pushes the side chain of Tyr281 to the binding surface to form a new hydrogen bond with Tyr456. (For interpretation
of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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HIF-2a-PAS-B and ARNT-PAS-B. Such conformational change of
Met252 disrupts a critical hydrogen bond (Fig. 1C, red line repre-
sentation) between Asp251 (HIF-2a-PASB domain) and Asn448
(ARNT-PASB domain), thereby impairing the dimerization and
transcriptional activity of HIF-2 (Fig.1C) [11]. The fastest-promoting
HIF-2a allosteric inhibitor PT2385 (1, Fig. 1A) [11] and MK-6482 (2,
formerly known as PT2977, Fig. 1A) [13] has shown promising
therapeutical benefits for the treatment of advanced clear cell renal
2

cell carcinoma [14].
It was worth noting that in 2019, Wu et al. first identified a HIF-

2a allosteric agonist M1001 (3, Fig. 1A) based on an affinity
selectionemass spectrometry (ASeMS) screening [10]. The X-ray
crystal structure (PDB ID: 6E3U) of HIF-2 in complex with M1001
has been resolved; the cocrystal structure shows that M1001 also
binds to the large internal cavity in HIF-2a-PASB [15]. M1001
pushes the side chain of Tyr281 to the junction of the PASB domains
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of the two subunits, prompting Tyr281 (HIF-2a-PASB domain) and
Tyr456 (ARNT-PASB domain) to form a hydrogen bond (Fig. 1D).
Further, a structure-activity relationship (SAR) approach based on
M1001 led to amore potent analog,M1002 (4, Fig.1A).M1002, with
two trifluoromethyl substituents, manifests better agonistic activity
toward HIF-2a both in the protein-based and cell-based assays.
Quantitative real-time polymerase chain reaction (RT-PCR) and co-
immunoprecipitation (Co-IP) assays have revealed that M1002 can
promote HIF-2 dimerization and thus exert an agonistic effect [15].
The HIF-2a allosteric agonists could probably provide a novel
strategy for the treatment of renal anemia. However, due to the
relatively low resolution of the cocrystal structure of M1001 in
complex with HIF-2a, it has some shortcomings in revealing the
binding mode; for instance, the position of structural waters has
not been observed in the X-ray structure [15]. Besides, the binding
mode of M1002 remains unexplored. Given that structural waters
are significant in the binding pattern of HIF-2 inhibitors [11], it may
also contribute to the HIF-2 agonists for the binding to HIF-2a.
However, detailed atomistic insight into the binding area is needed
for designing HIF-2 agonists.

MD simulations provide a very powerful methodology in
analyzing the binding of small-molecules to proteins in atomic
detail. Long MD simulations can provide a detailed binding mode
description and thermodynamic binding properties, such as the
binding free energy. In the past few years, there had been many
excellent works using MD simulations to analyze binding modes
[11,12]. In 2020, research by Anderson’s group utilized MD simu-
lations to confirm that bound waters play important role in stabi-
lizing the protein structure of the HIF-2-PASB domain [16]. In this
work, MD simulations has been carried out to study the agonist-
HIF-2a-PASB complex. Our computational studies were constituted
by docking studies followed by long-term all-atomMD simulations
and in-depth structural and energetic analysis of the agonist in
complex with a PASB domain model of HIF-2a. The binding energy
calculation, energy decomposition analysis, and hydrogen bond
analysis of the simulation results provide details of the binding
profile of the agonist in complex with HIF-2a-PASB domain. Sub-
sequently, nine compounds were synthesized and biologically
evaluated for their binding affinity and agonist activity against HIF-
2 using the protein thermal shift (PTS) assay and the luciferase
reporter gene assay, respectively. The combination of MD simula-
tion results and experimental data provides a clear binding pattern
of the HIF-2 agonists in complex with HIF-2a-PASB domain. We
suggest a binding mode that provides a basis for the design of HIF-
2a allosteric agonists.

2. Results and discussion

2.1. MD simulation results

HIF-2 has an uncommon large hydrophobic cavity inside the
PASB domain. According to the X-ray structure of HIF-2-PASB
domain (PDB ID: 3F1P), there are eight structural water mole-
cules inside the HIF2a-PASB domain, which form a hydrogen bond
network with the residues inside the cavity, including Tyr281
[12,18]. It has been suggested computationally [18] and also
revealed from the X-ray structure ofM1001with HIF-2 (PDB: 6E3U)
[15] that when a small-molecule binds inside this cavity, the bound
water molecules are driven out of the cavity. Consequently, the side
chain of Tyr281 can move freely again. If the small-molecule can fit
the side chain of Tyr281 to the HIF-2a-PASB and ARNT- PASB
binding junction, this small-molecule exhibits agonistic activity
[15]. To explore the binding interactions of agonists, firstly, we
conducted an MD simulation to study the agonist in complex with
HIF-2a-PASB domain interaction at the atomic level.
3

M1001 and M1002 are currently the only two HIF-2 allosteric
agonists, and previous studies have shown that M1002 is signifi-
cantly more potent than M1001 [15]. Thus, M1002 was chosen as
the ligand for subsequent MD simulations in this study. The HIF-2-
PASB domain (242e360) was selected for MD simulation and
extracted from the X-ray crystal structure of M1001 in complex
with HIF-2 (PDB ID: 6E3U) [15]. Thus, M1002 was docked with a
grid-based molecular docking method using the CHARMm force
field [19]. The M1002-HIF-2a-PASB complex with the highest
docking score was selected for MD simulation.

2.2. MM-PBSA calculated binding free energy of M1002 with HIF-2

The model of the M1002-HIF-2a-PASB complex generated from
docking was emerged in a box of waters and the solvated ligand-
protein complex was used as a starting structure for a 500 ns MD
simulation employing the amber99sb force filed [20]. The root
mean square deviation (RMSD) ofM1002 and protein relative to the
initial structure was calculated to evaluate the binding stability,
respectively (Fig. 2A). As is observed in Fig. 2A, the protein complex
reached equilibrium after 120 ns, and the RMSD converged to ca.
2 Å. The RMSD of M1002 converges to 2.5 Å in about 120 ns.

Subsequently, g_mmpbsa, a gromacs tool for MM-PBSA calcula-
tions, was utilized to calculate the binding free energy of M1002
and protein using the molecular mechanics/Poisson-Boltzmann
surface area (MM-PBSA) method [21]. The binding free energy
calculated by the MM-PBSA method includes the following four
items: The van derWaals contribution, and the electrostatic energy
calculated with amber99sb force field, and the non-polar contri-
bution in free energy of solvation calculated by empirical model,
and the electrostatic contribution in the free energy of solvation
calculated by Poisson-Boltzmann Equation. We sampled 500
snapshots every nanosecond to calculate the binding free energy
and plotted the RMSD value and binding free energy of M1002
(Fig. 2B). As the conformation of M1002 gradually converged, the
binding free energy gradually decreased from the initial�90 kJ/mol
(Fig. 2B, RMSD ¼ 0, blue dot), which demonstrated that a more
stable conformation than the initial one was finally obtained. The
final 300 ns binding free energy data were extracted and averaged
(Table 1). The averageMM-PBSA binding free energy ofM1002with
protein is �130.47 ± 12.09 kJ/mol. The binding ofM1002 to protein
is dominated by van derWaals force, which is similar tomost ligand
binding (Table 1).

Key protein residues for binding with M1002. To understand
the key residues thatM1002 binds to protein binding area, theMM-
PBSA binding free energy was decomposed for each protein
residue-ligand interaction (Fig. 3). The results indicated that
Met289 and Tyr307 are the two residues that contributed most to
binding, with binding energy contributions �9.33 ± 0.12 kJ/mol
and �7.92 ± 0.14 kJ/mol, respectively, followed by His248
(�6.07 ± 0.11 kJ/mol) and then Met252, Phe254, and Cys339
(Fig. 3A and Fig. 3B).

Analysis of binding interactions. To investigate how M1002
binds to these six key residues, we first analyzed the hydrogen
bonds betweenM1002 and protein. The results (Table 2) show that
the oxygen atom ofM1002 forms a hydrogen bond with Tyr307 for
76.47% of the 500 ns MD simulation trajectory. It is worth noting
that a stable bound water molecule was observed that forms a
hydrogen bond with the N1 atom ofM1002with 50.98% frequency.
Furthermore, this bound water forms a hydrogen bond with
interaction frequency 115.69% with His248 and a hydrogen bond
with frequency 23.53% with Cys339. This hydrogen bond network
formed between M1002, bound water, His248, and Cys339 should
stabilize considerably the binding of the ligand (See a video
generated with Pymol v.2.3.0 demonstrating the hydrogen bonds in



Fig. 2. (A) RMSD of M1002 (blue) and HIF-2a-PASB (red). (B) From 0 ns to 500 ns, the RMSD of M1002 converges to 2.5 Å after 120 ns, and the binding energy decreases
from �90 kJ/mol at the beginning of the simulations to an average of �130 kJ/mol at the end of the simulations. (For interpretation of the references to color in this figure legend,
the reader is referred to the Web version of this article.)

Table 1
MM-PBSA binding energy of M1002 to HIF-2a-PASB.

Complex DVDWa DElecb DApolc DPold DEe

M1002-PASB �214.12 ± 11.78 �51.09 ± 8.36 �17.78 ± 0.67 152.53 ± 8.18 �130.47 ± 12.09

a DVDW (kJ/mol): change of van der Waals energy in the gas phase upon complex formation.
b DElec (kJ/mol): change of electrostatic interactions upon complex formation.
c DApol (kJ/mol): change of nonpolar solvation energy upon complex formation.
d DPol (kJ/mol): change of polar solvation energy upon complex formation.
e DE (kJ/mol): MM-PBSA binding energy.

Fig. 3. (A) MM-PBSA binding free energy decomposition for the interaction of each protein residue with the ligand. (B) Histogram showing the contribution of the six residues
contributing most to the binding free energy of the M1002-protein complex.

Table 2
Hydrogen bonds analysis of M1002 in complex with HIF-2a-PASBa

.

Compound Donor Acceptor Occupancy

Tyr307-OH M1002-O2 76.47%
M1002-N1 Water eO 50.98%
Water-O, His248-CE1 His248-ND1, Water-O 115.69%
Water-O Cys339-SG 23.53%

a Hydrogen bonds analysis angel cutoff (degrees) ¼ 30 and donor-acceptor distance cutoff (Å) ¼ 3.5.
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Supplementary data).
Supplementary video related to this article can be found at

http://doi:10.1016/j.ejmech.2020.112999
The snapshot in Fig. 4 shows M1002 forming hydrogen bonds

with Tyr307 and the bound water, which is consistent with the
previous hydrogen bond analysis results. The side chain of Phe254
and the benzene ring of M1002 have a p-p stacking interaction
(Fig. 4) [22]. Besides, the interaction between the aromatic ring and
the sulfur atom also plays a role in stabilizing the protein structure
[23,24]. The benzene ring of M1002 which is substituted by two
trifluoromethyl groups may be partially positively charged, and the
lone pairs on the sulfur atoms of residues Met252 and Met289 may
form an n/p* interaction with benzene ring [25]. Overall, we
calculate that six residues participating in binding through
hydrogen bonds and hydrophobic interactions.

2.3. Comparison of the binding modes of M1001 and M1002

In the previous report,M1002 has been proved to exhibit better
HIF-2 binding affinity and agonist activity than M1001 [15]. We
tried to utilize the predicted bindingmode ofM1002 to explainwhy
M1002 showed improved binding affinity than M1001. The coc-
rystal structure ofM1001 and HIF-2 (6E3U)was superimposedwith
the representative binding pose of M1002 extracted from conver-
gent trajectory (Fig. 5) using the protocol "superimpose proteins" in
Discovery Studio software (version 2020).

From the results of superposition, overall, M1002 has a binding
mode similar to M1001 (Fig. 5, left). In detail, due to the steric
hindrance of Tyr278 at the edge of the cavity, the relative position
of M1002 in the cavity has changed compared to M1001. The tri-
fluoromethyl group of M1002 occupies the position of the benzene
ring of M1001, causing the overall position of M1002 to move up-
ward (Fig. 5, right). As a result, the oxygen atom of the sulfone
moiety of M1002 (3.0 Å), which plays an key role in binding in our
prediction, is closer to Tyr307 than that of M1001 (4.2 Å). The close
distance between the sulfone moiety and Tyr307 makes M1002
more capable of forming hydrogen bond with Tyr307, which may
be the reason why M1002 has better affinity and agonistic activity
than M1001. In summary, the 3,5-disubstituted benzene ring is
Fig. 4. Snapshot of M1002-protein complex from 500 ns-MD simulation using amber99sb fo
the yellow dotted line represents the n/p* interaction, and the purple dotted line represent
the reader is referred to the Web version of this article.)
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supposed to be the local preferential structure.

2.4. Design and synthesis of analogs of M1002 based on the
suggested binding mode

Design of the structure of the new analogs of M1002. Nine
compounds (Fig. 6) were designed and synthesized based on the
MD simulation results for validation of the suggested binding
mode. Our hypothesis used for the design divides the reference
structure ofM1002 into three parts: A-ring, atom linker, and B-ring
(Fig. 6). Regarding the B-ring, we speculated that an electron-
deficient B-ring may increase n/p* interactions with the
electron-rich sulfur atoms of Met289 and M252. Thus, we designed
compounds 5e10 by introducing substituents having different
electronic effects for investigating the interaction between the B-
ring and two methionines. Regarding the atom linker, the MD
simulation results suggest that it forms a hydrogen bond network
through a bound water with His248 and Cys339. We methylated
the NH group ofM1002 to obtain 12 for examining the effect of this
possible hydrogen bond to binding. We replaced the NH moiety
with an oxygen atom to 11 to investigatewhether the linkedmoiety
should present as a hydrogen bond donor. To investigate SAR for A
ring, we replaced the sulfonamide with an amide moiety to 13 for
exploring if this change should reduce activity through weakening
hydrogen bond with Tyr307.

Synthesis of the designed analogs of M1002. The synthesis of
the target compounds is shown in Scheme 1. Saccharin (1a) was
selected as the raw material for the synthesis of 4e12. 1a was
chlorinated with phosphorus pentachloride to give 2a. Then 2awas
condensed with the corresponding amines and 3,5-
bis(trifluoromethyl) phenol to give 4e11 [26]. 12 was obtained by
methylation of 4 with iodomethane. 13 was synthesized through a
ring-forming condensation reaction, followed by a substitution
reaction [27,28].

2.5. Biological assays

Two methods were employed to evaluate the activity of the
target compounds: 1. the protein thermal shift (PTS) assay [29] was
rce field. The green dotted line in the figure represents the hydrogen bond interaction,
s the p-p interaction. (For interpretation of the references to color in this figure legend,

http://doi:10.1016/j.ejmech.2020.112999


Fig. 5. Comparison of the binding modes of M1001 and M1002. M1001 is a cyan ball-and-stick representation, and its nearby residues are displayed as cyan sticks. M1002 and the
corresponding residues are grey. The two red dotted lines indicate the distance between the center of the benzene ring of Tyr278 and the trifluoromethyl group of M1002 (3.6 Å)
and the distance between the center of the benzene ring of Tyr278 and the benzene ring of M1001 (3.5 Å), respectively. The two green dashed lines indicate the distance between
the hydroxyl group of Tyr307 and the oxygen atom in the sulfone moiety ofM1002 (3.0 Å) andM1001 (4.2 Å), respectively. (For interpretation of the references to color in this figure
legend, the reader is referred to the Web version of this article.)

Fig. 6. Design of analogs of M1002 as probes to explore its binding profile with protein.
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selected to evaluate the binding affinity of the target compounds
with HIF-2; 2. The luciferase reporter gene assay was employed to
evaluate the compounds’ agonistic activity on HIF-2.

Protein thermal shift assay. The PTS data of the target com-
pounds are shown in Fig. 7. We first analyzed compounds 5e10
with various substituents on the B-ring. Compounds 6 and 7 with
methyl and methoxy substituents, respectively, should have
increased the electron cloud density on the B-ring; their thermal
shift (DTm ¼ 1.93 �C for 6, and DTm ¼ 1.89 �C for 7) was slightly
weaker than that of 5 (DTm ¼ 2.0 �C) substituted by hydrogen
atoms. The trifluoromethyl-substituted M1002 and the halogen-
substituted compounds 8e10 with electron-deficient B-ring,
generally, are more potent than 5e7. This result is consistent with
the previous speculation that the sulfur atom on methionine is
more likely to interact with the electron-deficient aromatic ring.
Additionally, compound 10 (DTm ¼ 2.52 �C) has a significant
6

increase in thermal shift compared to 8 (DTm ¼ 2.05 �C) and 9
(DTm ¼ 2.08 �C).

In an attempt to suggest an explanation for the higher binding
strength of 10 compared to 8 and 9, we docked 10 into the binding
pocket of HIF-2. The best-scored docking pose was chosen as the
initial pose to conduct a 50 ns MD simulation. The ligand and
protein RMSD (compared with their corresponding starting poses)
were calculated to estimate the binding stability (Fig. 8A). The
RMSD calculations showed that during the MD simulation, the
conformation of the 10-protein complex changed very slightly and
stabilized quickly (Fig. 8A). In an attempt to compare binding
modes of 10 and M1002, the stable pose of the 10-protein complex
was extracted to align with the previous predicted M1002-protein
structure. It was found that 10 and M1002 have similar binding
modes to protein (Fig. 8B). The simulation results also revealed that
the bromine atom of 10 may have halogen bond interaction with



Scheme 1. Synthetic routes for 4e13. Reagents and conditions: (i) PCl5, 160 �C, 4 h, 63%; (ii) corresponding amines, pyridine, reflux, 2e5 h, 43%e85%; (iii) pyridine, reflux, 5 h, 40%
(iv) iodomethane, DMF, K2CO3, rt, overnight, 54% (v) N,N-diethylhydroxylamine, chloroform, reflux, 3 h, 55%; (vi) acetic acid, ethanol, reflux, 5 h, 34%.
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the hydroxyl oxygen atom and the benzene ring of Tyr278 (Fig. 8C).
The halogen bond between halogen and the benzene ring of tyro-
sine is the most common form of halogen bond found in PDB
database statistics [30]. Statistics show that the distance of the
halogen bond formed by bromine is the sum of van der Waals radii
of bromine and its partner (the sum of van der Waals radii of the
bromine atom and the oxygen atom is approximately 3.5 Å), and
the CeBr$$$Donor bond angle is approximately 155� [30,31]. In our
simulation results, the bromine atom of 10 can form a halogen bond
with Tyr278 in most frames of simulation. The representative pose
of the 10-protein complex was extracted from the trajectory, and
the distances and angles between the bromine atom and Tyr278
were measured. In the conformation we extracted, the distances of
bromine from the center of the benzene ring and the oxygen atom
both are 3.6 Å, and the bond angles are 164.4� and 147.7�, respec-
tively. Additionally, we calculated the electrostatic potential (ESP)
surfaces [32,33] for the docking pose between 10 and Tyr278. The
results show that the positively charged region on the surface of the
bromine atom can interact with the negatively charged region of
Tyr278 (Fig. 8D). These geometric features and ESP surfaces indi-
cate that a slightly positive region, known as s-hole [34] which can
be generated on the bromine atom, may indeed be capable of
forming a halogen bond with Tyr278 and enhance the binding af-
finity of 10. In the case of chlorine, as in 9, the s-hole is much less
positive. For fluorine, as in 8, no positive region is observed (the ESP
7

surfaces of 8, 9, and 10 are calculated and displayed in the sup-
plementary data, Fig. S1). These results may provide an explanation
why compound 10 in which the benzene ring is substituted with Br
is stronger binder compared to 8 and 9, with Cl or F substituents, in
the PTS assay (Fig. 7).

The PTS data of 12 show that removing the hydrogen of the NH
linker is detrimental for its binding to HIF-2, suggesting that the
hydrogen bond network that formed by the NH linker and bound
water and residues is essential for binding. As in 11, replacing the
nitrogen atomwith an oxygen atom also leads to significant loss of
activity, suggesting that the linker between the A and B ring should
be a hydrogen bond donor in the formation of a hydrogen bond
with bound water. As in 13, replacing the sulfonamide structure
with an amide also results in a significant loss of activity; it in-
dicates that the geometry of the sulfonamide structure is indis-
pensable in the formation of hydrogen bonds with Tyr307.
Compared with the tetrahedral sulfonamide, the amide is planar
and the orientation of the hydrogen bond acceptor changes, thus
resulting in the inability for 13 to form hydrogen bond interactions
with Tyr307 with a subsequent loss of activity.

Luciferase reporter gene assay. 786-O-HRE-Luc single clone
cells were used to verify the results of the PTS assay. We evaluated
the agonistic effect of 5e10, andM1002was selected as the control
compound. The 786-O-HRE-Luc cells were treated with 2 mM and
20 mM compounds, respectively, for 24 h and then tested. The



Fig. 7. Activity for M1002 derivatives tested by PTS assay.

Fig. 8. The docking pose of 10 and potential halogen binding interaction. (A) The ligand and protein RMSD. (B) The superimposition of the 10-protein complex and the M1002-
protein complex. The 10-protein complex is green and the M1002-protein complex is white. (C) Potential halogen bond interaction between compound 10 and Tyr278. The white
ball-and-stick formula represents 10, and the cyan one is Tyr278. The distances and angles of the possible halogen bonds between them are shown in orange. (D) The electrostatic
potential (ESP) Surfaces of 10 and Tyr278. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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results indicate that 5e10 can activate HIF-2 in a concentration-
dependent manner. Compounds 8e10 with electron-withdrawing
halogen-substituted B-ring exhibit improved efficacy than 5e7,
which is consistent with our previous simulation and PTS assay
results. The only exception is M1002. In the PTS assays, 10 showed
better binding affinity than M1002, but in the luciferase reporter
gene assays, 2 mMM1002 showed better efficacy than 2 mM 10. It is
also worth noting that 20 mMM1002 seems to be less effective than
2 mM M1002, probably due to the cytotoxicity of M1002 (Fig. 9). To
explain these two issues, multiple concentrations of 10 and M1002
were employed in the luciferase reporter gene assays and cell
proliferation assays (Fig. 10).

The results of cell proliferation assays showed that 10 is non-
cytotoxic against 786-O-Luc cells at a concentration of 20 mM,
while M1002 significantly inhibits the proliferation of 786-O-Luc
cells even at 1 mM (Fig. 10B). The luciferase reporter gene assays
indicated that 10 increases the fluorescence of 786-O-HRE-Luc cells
by 1.63 times at 20 mM with an EC50 of 1.68 ± 0.62 mM. The EC50 of
M1002 is 0.44 ± 0.32 mM M1002 at 2.2 mM can increase the fluo-
rescence by 1.41 times, while the fluorescence values of the cell
treated with 6.6 mM and 20 mM M1002 decreased significantly
(Fig.10A). The abnormal results ofM1002 at a high concentration in
the luciferase reporter gene assays may be due to its cytotoxicity,
which causes a decrease in cell numbers. M1002 exhibits a lower
EC50 value than 10, which is contrary to the binding data in the PTS
assays, probably because the trifluoromethyl substituents inM1002
is beneficial for the cell membrane permeability [35]. Nevertheless,
due to the cytotoxicity of M1002, 10 still show higher agonistic
efficacy at high concentrations. Thus, the cell-based assays could
also validate our hypothesis on the agonist binding mode.

Based on the MD simulation results and activity data, we pro-
posed a 2D binding mode of the benzisothiazole compound and
HIF-2. As shown in Fig. 11, the oxygen atom on the sulfonamide
structure of the A-ring can form a hydrogen bond with Tyr307. The
replacement of sulfonamides to amides results in loss of activity.
Furthermore, the A-ring may form a p-p stack interaction with
Phe254. The NH linker can form a hydrogen bond network by
bound water with nearby residues His248 and Cys339. The
methylation of NH or replacing the nitrogen with oxygen leads to a
significant loss of activity, indicating that a hydrogen bond donor is
required at this position for HIF-2 binding. Regarding the B-ring,
the electron-rich sulfur atoms on Met289 and Met252 can form n
/ p* interactions with the benzene ring of the B-ring. In addition,
an electron-donating substituent on the benzene ring, such as CF3,
is superior for binding compared to an electron-withdrawing one; a
Fig. 9. The agonistic activity of 5e10 evaluated by the HRE luciferase reporter assays.
Error bars, mean ± s.d.; n ¼ 3 (distinct replicates for cell cultures).
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bromo groupmay form a halogen bond and contribute significantly
to the binding with HIF-2.
3. Conclusions

Taken together, we performed MD simulations on the HIF-2
agonist M1002 in complex with HIF-2a-PASB domain. Through
the calculation of binding free energy and residue energy decom-
position, six important amino acid residues that contribute the
most to binding were identified. Through hydrogen bond analysis,
we suggested a binding mode for these six residues and M1002.
Subsequently, we synthesized nine M1002 derivatives and evalu-
ated their activity using protein and cell assay to verify the sug-
gested binding mode. Indeed, compound 10 with bromo-
substituted B-ring exhibited better agonistic activity and lower
toxicity than M1002. The docking results and the ESP calculation
results indicate that 10 may form a halogen bond between the
bromine atom and Tyr278 of the cavity, thereby enhancing the
binding ability. The suggested binding mode of the tested agonists
with HIF-2 may provide the basis for future research on more
effective HIF-2 agonists.
4. Experimental

4.1. Molecular docking

The structure of the HIF-2-PASB domain was obtained from the
PDB database website (PDB ID: 6E3U) and then extracted the
242e360 residues of HIF-2a from it. Both protein and compounds
were prepared by the software Discovery Studio (2020). Residues
around 10 Å of the native ligand in the HIF-2a-PASB domain are
defined as binding sites for docking. The CDOCKER protocol of
discovery studio (2020) was employed for docking. All settings in
the docking were by following per under the default. The confor-
mation with the highest CDOCKER score was used for subsequent
dynamic simulation or analysis.
4.2. Molecular dynamics simulation

GROMACS package (version 2019.03) [36] was applied to run
conventional MD simulations to investigate the binding mode of
M1002. The force field amber99sb.ff [20] was employed to
parameterize protein. The TIP3P [37] was used for the waters.
M1002 was parameterized using the AnteChamber Python Parser
Interface (ACPYPE) with amber99sb force field. ThisM1002-protein
complex was solvated in an octahedral water box, and then the
charge of the system was neutralized by adding 0.150 M chloride
and sodium ions. The system was assembled, containing 11,515
water molecules, 37 sodium ions, and 34 chloride ions. First, the
steepest descent minimization method was used to minimize the
energy of the system by 50,000 steps. In the next step, we restricted
the position of heavy atoms to run both NVT equilibration and NPT
equilibration by 50,000 steps. The system temperature was main-
tained at 300 K, and the system pressure was maintained at 1 bar.
Upon completion of the two equilibration phases, the system is
now well-equilibrated at the desired temperature and pressure. a
500-ns unrestrained simulation was carried out. Every 10 ps, the
energy and coordinate system of the trajectory were saved. The
hydrogen bond analysis plug-in of Visual Molecular Dynamics
(VMD) was applied to analyze the trajectory file [38]. In the simu-
lation trajectory, the bond length changes of the hydrogen bonds
formed by M1002 and the corresponding residues were made into
a video using open-source Pymol (version 2.3.0) [39].



Fig. 10. Biological effect and cytotoxicity of 10 and M1002. (A) Results of the luciferase reporter gene for 10 and M1002. (B) Cell proliferation assay results of 10 and M1002 against
the 786-O-HRE-Luc cells. Error bars, mean ± s.d.; n ¼ 3 (distinct replicates for cell cultures).

Fig. 11. Schematic diagram of HIF-2 agonist binding mode.
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4.3. Free energy calculations and residue decomposition employing
the MM-PBSA method

MM-PBSA method has beenwidely adopted in the estimation of
binding free energy in drug research. In our work, the MM-PBSA
calculation was performed using the g_mmpbsa, a tool of GRO-
MACS for MM-PBSA calculations. To understand the binding of
protein and ligand at the molecular level, we used g_mmpbsa to
decompose the free energy of binding to the contribution of each
residue to the free energy of binding. We sampled the trajectory
every nanosecond to get 500 snapshots. The energy components
EMM, Gpolar, and Gnonpolar of the protein-M1002 complex was
calculated for 500 snapshots.

4.4. Chemical synthesis

All chemical reagents and solvents are purchased through
commercial sources and used as received. Reactions were moni-
tored using TLC silica gel plates (GF254, 0.25 mm) and visualized
under UV light. Hanon MP420 automatic melting point apparatus
was used to determine the melting points. The proton nuclear
magnetic resonance (1H NMR) and carbon nuclear magnetic reso-
nance (13C NMR) spectra were determined using Bruker AV-300
instruments. EI-mass spectra and high-resolution mass spectra
(HRMS) were recorded on a Shimadzu GCMS-2010 mass spec-
trometer and a Water Q-Tof micro mass spectrometer, respectively.
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The purity (�95%) of the target compounds used for biological
testing was evaluated by high-performance liquid chromatography
(HPLC) analysis, performed on an Amethyst C18e P (4.6 � 150 mm,
5 mM, Merck) column eluting with methanol/water (80:20 v:v) at a
flow rate of 0.5 mL/min; the peaks were detected at 254 nm under
UV. The data collection of a single crystal of 12 was performed on a
Bruker Smart Aapex2 CCD and Rigaku Saturn CCD diffractometer
equipped with graphite monochromated Mo-Ka radiation
(l ¼ 0.7107 Å) at room temperature. The structure was solved with
direct methods and refined using OLEX2 and SHELXL-97 programs.
The non-hydrogen atoms were located in the successive difference
Fourier synthesis. The final refinement was performed by full-
matrix least-squares methods with anisotropic thermal parame-
ters for no-hydrogen atoms on F2. The hydrogen atoms were added
theoretically and riding on the concerning atoms. The parameters
used intensity collection and refinements are summarized in
Table S1; the selected bond lengths and angles of 12 are summa-
rized in Table S2 and Table S3, respectively.

General Procedure for the Preparation of Compounds M1002(4)
�11. Saccharin (1a, 15 g, 0.082 mol) was added to a round bottom
flask, and then phosphorus pentachloride (50 g, 0.163 mol) was
added. The reaction was heated to 160 �C under a nitrogen atmo-
sphere and stirred for 4 h. The reaction mixturewas cooled to room
temperature and then slowly added into ice water (500 mL). A
yellow solid precipitated, and the suspensionwas filtered. The filter
cake was dried to give the crude product 2a as a yellow solid, which
was directly used in the next reaction without further purification.
Compound 2a was added to a round bottom flask, and the corre-
sponding aniline or phenol (the equivalent ratio of 2a to aniline or
phenol: 1 to 1) was added. Dry pyridine (5 mL) was then added to
the mixture. The reaction mixture was heated to reflux and stirred
for 2e5 h. After the reaction was complete, the solution was cooled
to room temperature and poured into water (25 mL). A precipitate
precipitated, and the suspension was filtered. The resultant filter
cake was purified by chromatography column (hexane: ethyl
acetate ¼ 10: 1) to afford the target compounds 4e11.
4.4.1. 3-((3,5-Bis(trifluoromethyl)phenyl)amino)benzo[d]
isothiazole 1,1-dioxide (M1002, 4)

White solid. Yield 83.2%. mp 279.2e279.4 �C. 1H NMR (300MHz,
DMSO‑d6) d 11.26 (s, 1H), 8.58 (s, 2H), 8.42 (d, J ¼ 7.5 Hz, 1H),
8.21e8.10 (m, 1H), 7.95 (ddd, J ¼ 15.1, 9.8, 6.0 Hz, 3H). HRMS (ESI):
calcd. for C15H8F6N2O2S [M þ Na]þ ¼ 417.0102, found 417.0098.
tR ¼ 4.993 min, HPLC purity: 98.71%.
4.4.2. 3-(Phenylamino)benzo[d]isothiazole 1,1-dioxide (5)
White solid. Yield 81.8%. mp > 300 �C. 1H NMR (300 MHz,

DMSO‑d6) d 10.86 (s, 1H), 8.49 (d, J ¼ 7.1 Hz, 1H), 8.08 (dd, J ¼ 6.6,
2.0 Hz, 1H), 7.96e7.80 (m, 4H), 7.54e7.43 (m, 2H), 7.27 (t, J ¼ 7.4 Hz,
1H). 13C NMR (75 MHz, DMSO‑d6) d 157.23, 141.23, 137.98, 134.22,
133.82, 129.53, 128.78, 126.17, 124.07, 122.58, 121.97, 40.83, 40.52,
40.24, 39.99, 39.69, 39.41, 39.13. HRMS (ESI): calcd. for C13H10N2O2S
[Mþ H]þ ¼ 259.0536, found 259.0537. tR ¼ 3.220min, HPLC purity:
99.49%.
4.4.3. 3-((3,5-Dimethylphenyl)amino)benzo[d]isothiazole 1,1-
dioxide (6)

White solid. Yield 75.2%. mp > 300 �C. 1H NMR (300 MHz,
DMSO‑d6) d 10.77 (s,1H), 8.55e8.51 (m,1H), 8.06 (dd, J¼ 6.3, 2.3 Hz,
1H), 7.90 (ddd, J¼ 6.5, 4.5,1.4 Hz, 2H), 7.51 (d, J¼ 1.6 Hz, 2H), 6.92 (s,
1H), 2.33 (s, 6H). HRMS (ESI): calcd. for C15H14N2O2S [M þ
H]þ ¼ 287.0849, found 287.0849. tR ¼ 3.856 min, HPLC purity:
95.49%.
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4.4.4. 3-((3,5-Dimethoxyphenyl)amino)benzo[d]isothiazole 1,1-
dioxide (7)

White solid. Yield 81.8%. mp 219.0e219.6 �C. 1H NMR (400 MHz,
DMSO‑d6) d 10.72 (s, 1H), 8.48 (d, J ¼ 7.6 Hz, 1H), 8.12e8.06 (m, 1H),
7.96e7.85 (m, 2H), 7.12 (d, J ¼ 2.2 Hz, 2H), 6.44 (t, J ¼ 2.2 Hz, 1H),
3.79 (s, 6H). 13C NMR (75 MHz, DMSO‑d6) d 161.03, 157.14, 141.02,
139.67, 134.20, 133.80, 128.81, 124.03, 122.00, 100.91, 97.76, 55.84,
40.77, 40.51, 40.24, 39.96, 39.68, 39.40, 39.12. HRMS (ESI): calcd. for
C15H14N2O4S [M þ H]þ ¼ 319.0747, found 319.0751. tR ¼ 3.378 min,
HPLC purity: 98.56%.

4.4.5. 3-((3,5-Difluorophenyl)amino)benzo[d]isothiazole 1,1-
dioxide (8)

White solid. Yield 52.6%. mp > 300 �C. 1H NMR (300 MHz,
DMSO‑d6) d 11.05 (s, 1H), 8.51e8.37 (m, 1H), 8.15e8.06 (m, 1H),
7.99e7.86 (m, 2H), 7.71e7.56 (m, 2H), 7.26e7.11 (m, 1H). HRMS
(ESI): calcd. for C13H8F2N2O2S [M þ H]þ ¼ 295.0347, found
295.0349. tR ¼ 3.720 min, HPLC purity: 99.63%.

4.4.6. 3-((3,5-Dichlorophenyl)amino)benzo[d]isothiazole 1,1-
dioxide (9)

White solid. Yield 43.1%. mp > 300 �C. 1H NMR (300 MHz,
DMSO‑d6) d 11.03 (s, 1H), 8.49e8.40 (m,1H), 8.12 (dd, J¼ 6.3, 1.9 Hz,
1H), 8.02e7.86 (m, 4H), 7.54 (t, J¼ 1.8 Hz,1H). HRMS (ESI): calcd. for
C13H8Cl2N2O2S [M þ H]þ ¼ 326.9756, found 326.9757.
tR ¼ 5.143 min, HPLC purity: 97.80%.

4.4.7. 3-((3,5-Dibromophenyl)amino)benzo[d]isothiazole 1,1-
dioxide (10)

White solid. Yield 60.3%. mp > 300 �C. 1H NMR (300 MHz,
DMSO‑d6) d 10.97 (s, 1H), 8.42 (d, J¼ 7.2 Hz, 1H), 8.13 (d, J¼ 13.7 Hz,
3H), 7.95 (q, J ¼ 6.6 Hz, 2H), 7.75 (s, 1H). 13C NMR (75 MHz,
DMSO‑d6) d 157.54, 140.78, 140.66, 134.54, 134.09, 130.51, 128.32,
124.16, 123.70, 122.91, 122.19, 40.81, 40.53, 40.25, 39.98, 39.70,
39.42, 39.14. HRMS (ESI): calcd. for C13H8Br2N2O2S [M þ
H]þ ¼ 414.8746, found 416.8725. tR ¼ 5.804 min, HPLC purity:
99.52%.

4.4.8. 3-(3,5-Bis(trifluoromethyl)phenoxy)benzo[d]isothiazole 1,1-
dioxide (11)

White solid. Yield 40.2%. mp 92.2e92.4 �C. 1H NMR (300 MHz,
DMSO‑d6) d 8.33e8.29 (m, 1H), 8.24 (dq, J ¼ 1.6, 0.8 Hz, 1H),
8.17e8.13 (m, 1H), 8.08 (td, J ¼ 7.6, 1.5 Hz, 1H), 8.04e7.98 (m, 1H),
7.92e7.89 (m, 2H). 13C NMR (75 MHz, DMSO‑d6) d 149.23, 137.17,
136.52, 134.95, 134.87, 133.30, 132.85, 132.40, 131.95, 131.78, 124.66,
122.65, 120.95, 115.43, 111.06, 40.79, 40.51, 40.23, 39.95, 39.68,
39.40, 39.12. HRMS (ESI): calcd. for C15H7F6N1O3S [M þ
Na]þ ¼ 417.9943, found 417.9947. tR ¼ 6.092 min, HPLC purity:
100%.

4.4.9. 3-((3,5-Bis(trifluoromethyl)phenyl)(methyl)amino)benzo[d]
isothiazole 1,1-dioxide (12)

To a solution of M1002 (200 mg, 0.5072 mmol, 1.0 eq) in DMF
(5 mL) was added potassium carbonate (105.1 mg, 0.7608 mmol,
1.5eq) and then slowly added iodomethane (107.9 mg,
0.7608 mmol, 1.5 eq). After the addition, the reaction was stirred
overnight at room temperature. The next day, the reaction was
detected by TLC and the reaction was completed. The resulting
suspension was quenched by adding water (100 mL). The mixture
was extracted with ethyl acetate (20 mL � 3) and washed with
brine (20 ml). The organic layer was combined and purified with
chromatography column (hexane: ethyl acetate¼ 3: 1) to afford 12.
White solid. Yield 50.2%. mp 223.9e224.3 �C. 1H NMR (300 MHz,
DMSO‑d6) d 8.62e8.55 (m, 2H), 8.41e8.34 (m, 1H), 8.04 (dt, J ¼ 7.5,
0.9 Hz, 1H), 7.74 (td, J ¼ 7.5, 0.8 Hz, 1H), 7.48 (t, J ¼ 7.8 Hz, 1H), 6.11
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(s, 1H), 3.65 (s, 3H). 13C NMR (75 MHz, DMSO‑d6) d 160.28, 144.74,
144.01, 133.64, 133.31, 132.81, 132.36, 130.10, 127.55, 125.80, 125.03,
123.69, 122.54, 121.40, 43.67, 40.79, 40.52, 40.24, 39.96, 39.68,
39.41, 39.13. HRMS (ESI): calcd. for C16H10F6N2O2S [M þ
H]þ ¼ 409.0440, found 409.0442. tR ¼ 3.980 min, HPLC purity:
99.03%. To better understand the structures of these target com-
pounds, the crystal structure of 12 was also determined by X-ray
diffraction. As shown in Scheme 1, the crystal structure of 12 was
well consistent with the characterization data of NMR and HRMS.
The detailed crystal parameters are recorded in the Suppele-
mentary data.
4.4.10. 3-((3,5-Bis(trifluoromethyl)phenyl)amino)-1H-isoindol-1-
one (13)

To a solution of 3a (1.28 g, 10 mmol, 1.0 eq) in chloroform
(20 mL) was added N,N-diethylhydroxylamine (1.8 g, 20 mmol, 2
eq) and then heated to reflux for 5 h. Following that, the mixture
was quenched with water (50 mL). The resultant mixture was
extracted with ethyl acetate (25 mL � 3) and washed with brine
(25 mL). The combined organic layer was dried over anhydrous
sodium sulfate, filtrated, and concentrated to afford 4a (0.7 g, 55%)
as a light yellow oil, which was used for the next step without
further purification. To a solution of 4a (0.29 g, 2 mmol, 1.0 eq) in
ethanol (5 mL) was added 3,5-bis(trifluoromethyl)aniline (0.5 g,
2.2 mmol,1.1 eq) and acetic acid (1mL). The reactionwas allowed to
be heated to reflux for 5 h. The resultant suspension was quenched
with water (20 mL). The mixture was extracted with ethyl acetate
(20 mL � 3) and washed with brine (20 mL). The organic layer was
combined and purified with a chromatography column (hexane:
ethyl acetate ¼ 20: 1) to afford 13. White solid. Yield, 34.0%.
mp > 300 �C. 1H NMR (300 MHz, DMSO‑d6) d 11.10 (s, 1H), 7.83 (t,
J ¼ 47.1 Hz, 8H). 13C NMR (75 MHz, DMSO‑d6) d 173.20, 169.78,
150.74, 136.09, 134.22, 133.75, 133.65, 133.51, 133.45, 131.78, 131.35,
123.44, 122.89, 122.60, 117.85, 117.78, 117.73, 117.68, 117.65, 40.78,
40.51, 40.23, 39.95, 39.68, 39.40, 39.12, 25.96. HRMS (ESI): calcd. for
C16H8F6N2O [M þ H]þ ¼ 359.0614, found 359.0611. tR ¼ 9.687 min,
HPLC purity: 99.49%.
4.5. Protein expression and purification

HIF-2aeARNT complex proteins were purified from bacterial
lysates by a combination of pre-packed His∙Bind resin (Novagen),
SP Sepharose (GE Healthcare), and HiLoad 16/60 Superdex 200 pg
gel-filtration column (GE Healthcare). The specific protein expres-
sion and purification methods were described in detail in refs. 15
and 17 [15,17].
4.6. Protein thermal-shift binding assay

Protein thermal-shift (PTS) assay was conducted in 96-well PCR
plates (Thermo Fisher Scientific) using the Protein Thermal Shift
Dye Kit (4461146, Thermo Fisher Scientific) on a StepOnePlus qPCR
machine (Thermo Fisher Scientific). The experimental method of
the instrument was set according to the manufacturer’s manual.
Each well in the experiment contained 1.5M HIF-2-ARNT protein
complex and 10 mM test compound dissolved with DMSO. The
buffer used in the experiment contained 20 mM Tris (PH¼ 8.0) and
400 mM NaCl. The final DMSO concentration in each well was 0.1%
[15]. Each compound was tested four times in parallel. The Tmwas
obtained by calculating the Derivative curve with PTS software 1.3
(Thermo Fisher Scientific). The final DTm value of each compound
was obtained by subtracting the blank Tm value.
12
4.7. Luciferase reporter assay

The 786-O-HRE-Luc single clone cells were obtained by infect-
ing 786-O cells, which were purchased from Cell Bank of Shanghai,
Institute of Biochemistry and Cell Biology, Chinese Academy of
Sciences with commercial lentivirus (CLS-007L, Qiagen) that de-
livers a luciferase gene driven by multiple hypoxia response ele-
ments (HREs) according to the literature methods [11]. 786-O-HRE-
Luc cells were cultured using Roswell Park Memorial Institute
(RPMI)-1640 medium (Gibco) and supplemented with 10% FBS
(Gibco). For the luciferase reporter gene experiment, the cells were
seeded on the 96-well opaque white plate (FCP968, Beyotime) on
the first day. After the cells were attached, the corresponding
compound DMSO solution was added to each well. Three experi-
ments were performed in parallel for each compound. After 24 h of
treatment, One-Lumi™ Firefly Luciferase Assay Kit (RG055, Beyo-
time) was added to each well according to the manufacturer’s in-
structions. The luciferase activity was immediately detected by the
multi-function microplate reader (SpectraMax, Molecular Devices).
EC50 was calculated by using GraphPad Prism 7 software. The
graphs are representative results and this experiment was inde-
pendently repeated three times with similar results.

4.8. Cell proliferation assay

For cell proliferation assay, the 786-O-HRE-Luc cells were
seeded on the 96-well plate on the first day. After the cells were
attached, the corresponding compound DMSO solution was added
to each well to ensure the final concentration (mM) is: 20, 6.67, 2.22,
0.74, 0.25, 0.08, 0.027, 0.009, and 0.003. Three experiments were
performed in parallel for each compound. After 24 h of treatment,
Cell Counting Kit-8 (C0037, Beyotime) was added to each cell ac-
cording to the manufacturer’s instructions. The 96-well plate was
then incubated at 37 �C for 2 h. The absorbance of the samples was
detected at 450 nm. The graphs are representative results and this
experiment was independently repeated three times with similar
results.

4.9. Electrostatic potential calculation

The wavefunctions of compounds 8, 9, 10, and Tyr278 were
obtained by Gaussian 09 program [40]. The electrostatic potential
(ESP) surfaces were calculated by the "Quantitative analysis of
molecular surface" method in the Multiwfn 3.8 program [41]. The
color mapped isosurface graphs of ESP and reduced density
gradient (RDG) were rendered by VMD 1.9 program [38].
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