
DOI: 10.1002/cmdc.200900390

3-Heterocycle-Phenyl N-Alkylcarbamates as FAAH
Inhibitors: Design, Synthesis and 3D-QSAR Studies
Heikki K�sn�nen,[a, c] Mikko J. Myllym�ki,[b] Anna Minkkil�,[a] Antti O. Kataja,[b]

Susanna M. Saario,[a, d] Tapio Nevalainen,[a] Ari M. P. Koskinen,[b] and Antti Poso*[a]

Introduction

The endocannabinoids constitute a class of endogenous lipid
transmitters that includes N-arachidonoylethanolamine (anand-
amide, AEA)[1] and 2-arachidonoylglycerol (2-AG).[2, 3] They bind
to and activate both cannabinoid receptors, CB1

[4, 5] and CB2,[6]

inducing several beneficial therapeutic effects[7] such as analge-
sia,[8] anxiolysis,[9] increase of appetite[10] and reduction of intra-
ocular pressure.[11] In addition, the activation of CB2 receptors is
involved in the decrease of inflammation, lowering of blood
pressure, and suppression of peripheral pain.[12] However, the
cannabimimetic effects of AEA and 2-AG remain weak and
transient in vivo owing to their rapid inactivation by the hydro-
lytic enzymes fatty acid amide hydrolases (FAAH,[13] EC 3.5.1.4,
and FAAH-2[14]) and monoglyceride lipase (MGL, EC 3.1.1.23,
also called monoacylglycerol lipase (MAGL)),[15] respectively.
Thus, development of effective FAAH and MGL inhibitors,
which could enhance the tonic actions of AEA and 2-AG, re-
spectively, has gained a lot of interest within several research
groups (for excellent Review articles, see Reference [16]).

The endocannabinoid signaling system is activated upon
demand, beginning from endocannabinoid biosynthesis in
postsynaptic neurons and ending in their rapid cellular reup-
take and enzymatic degradation.[17, 18] FAAH has been estab-
lished as the main metabolizing enzyme responsible for the
degradation of AEA. A number of potent inhibitors of this
serine hydrolase have been previously reported, such as a-keto-
heterocycles,[19] carbamates such as cyclohexylcarbamic acid bi-
phenyl-3-yl ester (URB597),[20] piperine/piperazine ureas,[21] (thio)-
hydantoins,[22] and most recently, benzothiazole-based sulfon-
yls,[23] boronic acids,[24] and oxadiazolones.[25] Of these, some
classes have also demonstrated favorable FAAH activity, selec-
tivity and therapeutic effects in vivo.[20, 21, 26]

The main enzyme responsible for the inactivation of 2-AG in
the brain is MGL.[14, 27, 28] It has been found to be sensitive to

nonspecific serine hydrolase inhibitors,[14, 28, 29] and sulfhydryl-
specific compounds.[14, 28, 30–32] To date, only one compound has
been reported to display high efficacy as well as selectivity
against MGL. This compound is carbamate-based JZL184 de-
scribed by Long et al.[35]

To date, five X-ray crystal structures of FAAH have been re-
ported.[26d, 36, 37] Conversely, to the best of our knowledge, there
are as yet no publicly available X-ray crystal structures of
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MGL[38] (although homology models have been described).[34, 39]

Consequently, structure-based computational methods have
been widely used to study the binding site properties,[20, 40, 41]

the catalytic mechanism,[42–44] and inhibition of FAAH.[45, 46]

The structure–activity relationships (SAR) of phenyl N-alkyl-
carbamates as FAAH inhibitors have been extensively explored
by Piomelli et al.[20, 40, 47, 48] and also by us.[41, 49, 50] Additionally,
statistical modeling, namely quantitative structure–activity rela-
tionships (QSAR), has been applied to correlate FAAH inhibition
to the molecular features of the carbamates. In particular, Pio-
melli et al. utilized one- and two-dimensional descriptors to
create classical QSAR models.[20, 40, 48] Moreover, they have stud-
ied the chemical substitutions of the O-aryl moiety with com-
parative molecular similarity indices analysis (CoMSIA), a well-
established 3D-QSAR method.[47] However, thus far, no exter-
nally validated public 3D-QSAR models of carbamates as FAAH
inhibitors have been presented, even though this is a well-
studied FAAH inhibitor class.

Herein, we report the design and synthesis of 37 novel O-
phenyl carbamates with various
polar groups at the meta-posi-
tion of the phenyl ring (1 b–12)
and their inhibition potencies
against FAAH, as previously de-
scribed.[29] The compounds were
designed as inhibitors of FAAH,
but all of them were also
screened against MGL in order
to gain information about their
selectivity.[51] In addition, we
combined the inhibition data of
the present compounds (1–12,
Table 1) to those of our previ-
ously reported carbamates (43–
108, Table 2),[41, 49, 50] and devel-
oped CoMSIA[52] and GRID/
GOLPE 3D-QSAR models using
docking-based alignments. A
total of 99 carbamates, divided
into training and test sets, were
used for model building and val-
idation, respectively.

Previously we found that a
1,2,3-thiadiazol-4-yl group at the
meta-position of O-phenyl carba-
mates was highly favorable for
FAAH inhibition (1 a, IC50 =

240 pm).[49] Thus, thiadiazole was selected as a meta-substitu-
ent of the phenyl ring (compounds 1 a–f) to establish the opti-
mal N-alkyl group for FAAH inhibition. Moreover, owing to our
previous finding that 3-(4,5-dihydrooxazolyl)phenyl N-cyclohex-
ylcarbamate was an extremely potent FAAH inhibitor (IC50 =

1.2 nm),[41] a 2-oxazole moiety (2 a–d) was selected as another
approach to assess the optimal N-group. An N-dodecyl group
was excluded from our selection since the aim was to avoid
compounds with excessive lipophilicity, although several stud-
ies have shown that when increasing the lipophilicity of the

carbamate, the in vitro inhibitory activity of the compound in-
creases.[50] However, in vivo it is likely to pose problems, such
as low solubility and reduced bioavailability. Finally, we pre-
pared carbamates 3–12 with either N-cyclohexyl or N-cyclo-
pentyl moieties, to study the effect of different polar groups at
the meta-position of the phenyl ring.

Results and Discussion

Chemistry

Most of the carbamates (1 b–12) were prepared by coupling
various substituted phenols with suitable isocyanates. The re-
actions were carried out in the presence of a catalytic amount
of triethylamine in toluene at room temperature or reflux. Vari-
ous methods were used to prepare the phenols that were not
commercially available (Scheme 1–5).

The 1,2,3-thiadiazol-4-yl-containing phenol 15, used to pre-
pare carbamates 1 b–h, was formed from phenyl ketone 13 by
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the Hurd–Mori reaction via hydrazones 14, as described previ-
ously.[53, 54] The 2-oxazole and 2-thiazole moieties for phenols
18 a–c and 21, used to prepare carbamates 2 a–5, were synthe-
sized using the modified Bredereck method, followed by the
demethylation of phenyl ethers using ionic liquid under micro-
wave irradiation (Scheme 1).[55, 56]

The 4-oxazole- (24) and 4-imidazole- (26) containing phenols
were prepared in a similar to 2-oxazoles ; heating of bromoke-
tone 22 and an excess of formamide under MW irradiation (for
oxazole) or in an oil bath (for imidazole), followed by demethy-
lation of aryl ethers 23 and 25. In some cases the coupling of
isocyanate and phenol as the last step proved difficult. Thus,
compound 6 c was prepared via selective hydrolysis of 6 b,
since the nitrogen of the imidazole is more nucleophilic than
the oxygen of the phenol. Similarly, compound 9 h was pre-
pared by first making the cyclohexylcarbamate of 3-hydroxy-
benzaldehyde (9 g) and then converting the aldehyde group to
the imidazoline (Scheme 2).[57]

Carbamates 7 a and 31 were prepared by converting nitrile
29 to tetrazole 30,[58] which was then coupled with either cy-
clopentyl or cyclohexyl isocyanate. Compounds 7 b–c and 9 a–
b were prepared from 7 a and 31 by alkylation of the tetrazole
ring. In the methylation of tetrazole the isomeric ratio was 4:1
for less hindered 2-position (7 b and 9 a). In the benzylation re-
action for the preparation of 7 c, similar trend to the methyla-
tion reaction was observed, albeit with the ratio 8:1 for the 2-
isomer. The 1-substituted methyltetrazole 9 b was isolated
from the mixture of isomers by flash chromatography
(Scheme 3).

Compounds 11 a–e were prepared by first protecting the
phenol functionality of 3-cyanophenol (29) as the methoxy-
ethoxymethyl (MEM) ether (32), followed by the conversion of
the cyano group to amidoxime (33). Amidoxime was then con-
verted to various acyl amidoximes (34 a–d) applying the
method described by Unangst et al.[59] The cyclization of acyl
amidoximes to 3,5-disubstituted-1,2,4-oxadiazoles (35 a–d) was
performed in the presence of a catalytic amount of TBAF.[60]

However, in the preparation of 37 the cyclization occurred
without TBAF treatment. Finally, deprotection of the phenolic
hydroxy was carried out using ZnBr2 (Scheme 4).[59]

Scheme 1. Reagents and conditions : a) Ethylcarbazate, p-TsOH, toluene,
reflux, 69 %; b) SOCl2, RT, 71 %.; c) 2-Bromoacetaldehyde diethyl acetal, neat,
MW, 45–79 %; d) 1-Butyl-3-methylimidazolium bromide or N-butylpyridinium
bromide, MW, 60–65 %; e) 2-Bromoacetaldehyde diethyl acetal, THF, MW,
42 %.

Scheme 2. Reagents and conditions : a) Formamide, MW, 100 8C, 51 %; b) 1-Bu-
tylpyridinimium bromide, MW, 100 8C, 56 %; c) Et3N, RNCO, toluene, reflux,
43–90 %; d) Formamide, 165 8C, 85 %; e) BBr3, CH2Cl2, �78 8C!RT, 80 %;
f) NaOH, CH3OH, CH2Cl2, RT, 71 %; g) MeI, DMF, 0 8C!RT, 48 %; h) Ethane-1,2-
diamine, NBS, CH2Cl2, �2 8C!RT, 85 %.

Scheme 3. Reagents and conditions : a) NaN3, Et3NHCl, toluene, reflux, 85 %;
b) Et3N, RNCO, toluene, reflux, 80 %; c) MeI, Et3N, acetone, 2 8C, 44 %; or BnBr,
KI, Et3N, acetone, 2 8C, 60 %.
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The preparation of compounds 8, 9 c–f, 10 and 12, contain-
ing small acyclic polar groups at the 3-position of the phenyl
ring, is presented in Scheme 5.

FAAH inhibition

All FAAH inhibition data used to derive the 3D-QSAR models
(Tables 1 and 2) were obtained under the same experimental
conditions in our laboratory.[51] The results of the inhibition of

enzymatic activity of FAAH for compounds 1 a–12 are
presented in Table 1. The FAAH inhibition activities of
1,2,3-thiadiazol-4-yl-substituted compounds 1 b–d
and 1 g–h demonstrate that the carbamate N-group
has a minor effect on potencies. However, the N-cy-
clohexyl substituent (1 b) was found to be the most
favorable for the FAAH inhibition. Interestingly, intro-
duction of N-phenyl (1 e) and N-isopropyl (1 f) groups
led to a 10- and 100-fold decrease in inhibition, re-
spectively. This can be due to reduced lipophilic in-
teractions within the active site (1 f) or the absence
of chemical stability (1 e).[50] Within 2-oxazole contain-
ing compounds 2 a–d, the inclusion of an N-cyclohex-
yl group (2 a) was found to give the most potent
FAAH inhibitor with an IC50 value of 0.74 nm.

After establishing the optimal N-alkyl group for
FAAH inhibition, we prepared a series of N-cyclohexyl
(1 b–g) and N-cyclopentyl (2 a–d) carbamates with
various heterocyclic or acyclic hydrogen-bonding
groups. Compounds containing the N-cyclohexyl
group proved to be the most efficacious FAAH inhibi-

tors. However, we have previously shown that the N-cyclopen-
tyl moiety can be as efficacious as the N-cyclohexyl group, de-
pending on the meta-substituent in the phenyl ring.[50] There-
fore, we prepared compounds with N-cyclopentyl moieties to
study this effect in more detail. Within the N-cyclohexyl carba-
mates, the 2-thiazole containing compound (5) had a higher

Scheme 4. Reagents and conditions : a) Methoxyethoxymethyl chloride, Et3N, THF, reflux,
88 %; b) Hydroxylamine hydrochloride, Et3N, EtOH, RT, 77 %; c) Acetyl-/cyclopentylpro-
pionyl-/trimethylacetyl- or pentanoyl chloride or ethyl chlorooxoacetate, Et3N, CHCl3, RT,
30–68 %; d) TBAF, THF, RT, 81–100 %; e) ZnBr2, CH2Cl2, RT, 24–49 %; f) Cyclohexylisocyanate,
Et3N, toluene, RT, 95 %.

Scheme 5. Reagents and conditions : a) Et3N, RNCO, toluene, reflux, 80–95 %;
b) NaBO3·4H2O, H2O, CH3OH, 54 %; c) Hydroxylamine hydrochloride, Et3N,
EtOH, RT, 29 %; d) CH3OH, H2SO4, reflux, 98 %.

Table 1. IC50 and pIC50 values for FAAH inhibition by compounds 1 a–12.

Compd[a] IC50
[b] [nm] pIC50 Compd[a] IC50

[b] [nm] pIC50

1 a#[c] 0.24 (0.20–0.30)[c] 9.620 7 a 21 (18–24) 7.678
1 b 1.0 (0.8–1.4) 9.000 7 b 2.5 (2.0–3.1) 8.602
1 c 4.3 (3.2–5.8) 8.367 7 c 39 (33–45) 7.409
1 d 7.4 (5.9–9.2) 8.131 8 17 (13–21) 7.770
1 e 0 %[d] – 9 a 1.1 (0.9–1.4) 8.959
1 f 70 (47–104) 7.155 9 b 66 (56–76) 7.180
1 g# 1.8 (1.5–2.2) 8.745 9 c# 3.9 (3.3–4.7) 8.409
1 h 3.3 (2.7–4.0) 8.481 9 d 9 %[d] –
2 a 0.74 (0.59–0.92) 9.131 9 e 49 (42–58) 7.310
2 b 5.2 (4.6–5.9) 8.284 9 f 62 (54–72) 7.208
2 c 6.6 (5.0–8.7) 8.180 9 g 100 (87–120) 7.000
2 d 12 (9.5–15.0) 7.924 9 h 220 (180–250) 6.668
3# 91 (74–113) 7.041 10 45 %[d] –
4 0 %[d] – 11 a 1.6 (1.3–2.1) 8.796
5 5.7 (5.0–6.6) 8.244 11 b 66 (55–80) 7.180
6 a 11 (10–13) 7.959 11 c 42 %[d] –
6 b 43 (37–48) 7.367 11 d 15 (13–18) 7.824
6 c 3.3 (2.8–3.8) 8.481 11 e 38 (31–47) 7.420
6 d 6.9 (5.5–8.7) 8.161 12 23 (19–27) 7.638

[a] The test set compounds are marked with a # (see Experimental Sec-
tion). [b] IC50 values represent the mean from three independent experi-
ments performed in duplicate with 95 % confidence intervals shown in
parentheses. Enzyme activity was completely abolished at the highest
tested concentration. [c] See reference [38] . [d] Inhibition [%] at 100 nm.
The percentage of inhibition is represented as the mean from two inde-
pendent experiments performed in duplicates.
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IC50 value (5.2 nm) than the corresponding 2-oxazole derivative
(2 a, IC50 = 0.74 nm). Surprisingly, within the series of imidazole
containing carbamates (6 b–d), compound 6 b, with a rather
bulky N-cyclohexylcarboxamide group introduced in the imid-
azole ring, moderately inhibited FAAH (IC50 = 43 nm). Differen-
ces in the IC50 values between the oxazole containing deriva-
tive 6 a (IC50 = 11 nm) and the imidazole containing compounds
6 c and 6 d (IC50 = 3.3 nm and 6.9 nm, respectively) were small.
Within the compounds containing polar acyclic substituents at
the meta-position of the phenyl ring (9 c–g), the compound
with a methoxycarbonyl group (9 c) was the most potent
(IC50 = 3.9 nm). Carboxylic acid 9 d was the least active deriva-
tive, probably due to it being fully ionized at the pH of the in
vitro FAAH assay. Imidazoline 9 h gave low inhibition activity
compared to the corresponding oxazoline derivative reported
in our previous study (IC50 = 1.2 nm).[41] The oxadiazole moiety
containing compounds 11 a–e gave further information about
the effect of steric bulk at the heterocyclic moiety; a clear drop
in inhibition was observed as the steric hindrance at 5-position
in the heterocycle was increased (Me <nBu <CO2Et <2-cyclo-

pentyl-ethyl < tBu; inhibition ranged from IC50 = 1.6 nm to
42 % inhibition at 100 nm).

In addition to N-cyclohexyl carbamates, we prepared a series
of N-cyclopentyl carbamates with 5-tetrazolyl and methoxycar-
bonyl substituents in the phenyl ring. The presence of a benzyl
group as the 2-substituent in tetrazole (7 c) did not notably de-
crease FAAH inhibition. The unsubstituted tetrazole 7 a most
likely exists in an ionized form at physiological pH, which may
affect its inhibition activity, thus explaining the activity differ-
ence between 7 a and 7 b. FAAH inhibition by tetrazolyl phe-
nyls 7 a–c and 9 a–b suggested that the position of the tetra-
zole substituent (9 a vs 9 b) was as an important factor as the
size of the group (7 b vs 7 c). With tetrazole groups, in contrast
to other compounds in this study, the replacement of N-cyclo-
hexyl to N-cyclopentyl group did not notably affect the inhibi-
tory potencies, but followed the same trend.

All the compounds were generally selective towards FAAH
(see Supporting Information for MGL inhibition, table S1). How-
ever, compounds 1 g, 9 e, and 12 were found to inhibit MGL
with IC50 values in the micromolar range (IC50 = 12–34 mm).

Table 2. pIC50 values for FAAH inhibition by previously published compounds 43–103.[a]

Compd[b] R1 R2 pIC50 Compd[b] R1 R2 pIC50

43 3-(Benzo[d]oxazole-2-carbonyl) Et 6.421 76# 4-Thiadiazol-4-yl nBu 6.796
44# 3-(Benzo[d]oxazole-2-carbonyl) nPr 6.963 77# 4-Thiadiazol-4-yl nHex 7.721
45# 3-(Benzo[d]oxazole-2-carbonyl) nBu 7.268 78 4-Thiadiazol-4-yl dodecyl 7.921
46# 3-(Benzo[d]oxazole-2-carbonyl) c-pentyl 7.553 79 4-Thiadiazol-4-yl c-pentyl 7.699
47 3-(Benzo[d]oxazole-2-carbonyl) cHex 7.328 80 4-Thiadiazol-4-yl cHex 7.678
48# 3-(Benzo[d]oxazole-2-carbonyl) Bn 6.818 81 4-Thiadiazol-4-yl Bn 7.357
49 3-(Benzo[d]oxazole-2-carbonyl) 3-MeBn 7.495 82# 4-CO2Me nHex 7.509
50# 3-(Benzo[d]thiazole-2-carbonyl) Et 6.623 83 4-CO2Me dodecyl 7.602
51 3-(Benzo[d]thiazole-2-carbonyl) nPr 6.845 84 4-NO2 nHex 7.569
52# 3-(Benzo[d]thiazole-2-carbonyl) nBu 6.987 85 4-CN nHex 7.886
53# 3-(Benzo[d]thiazole-2-carbonyl) c-pentyl 7.328 86 4-Br nHex 7.745
54 3-(Benzo[d]thiazole-2-carbonyl) cHex 7.252 87 H nHex 7.041
55 3-(Benzo[d]thiazole-2-carbonyl) Bn 6.917 88# H dodecyl 7.036
56# 3-(Benzo[d]thiazole-2-carbonyl) 3-MeBn 7.420 89 4-(4,5-Dihydrothiazol-2-yl) Et 5.824
57 4-(Benzo[d]oxazole-2-carbonyl) c-pentyl 6.541 90# 4-(4,5-Dihydrothiazol-2-yl) nPr 5.770
58 4-(Benzo[d]oxazole-2-carbonyl) 2-MeBn 6.863 91 4-(4,5-Dihydrothiazol-2-yl) nBu 6.284
59 3-Benzo[d]-oxadiazol-2-yl nPr 5.523 92# 4-(4,5-Dihydrothiazol-2-yl) nHex 8.086
60 3-Oxazolo[4, 5-b]pyridin-2-yl nPr 6.167 93 4-(4,5-Dihydrothiazol-2-yl) dodecyl 8.201
61 3-Oxazolo[4, 5-d]pyrimidin-2-yl nPr 5.347 94 4-(4,5-Dihydrothiazol-2-yl) tBu 5.155
62 3-(4,5-Dihydrooxazol-2-yl) nPr 7.481 95 4-(4,5-Dihydrothiazol-2-yl) c-pentyl 6.886
63# 3-(4,5-Dihydrooxazol-2-yl) c-pentyl 7.886 96 4-(4,5-Dihydrothiazol-2-yl) cHex 7.000
64 3-(4,4-Dimethyl-4,5-dihydrooxazol-2-yl) c-pentyl 7.187 97# 4-(4,5-Dihydrothiazol-2-yl) Bn 6.538
65 3-(S)-(4-Methyl-4,5-dihydrooxazol-2-yl) c-pentyl 6.959 98 4-(4,5-Dihydrothiazol-2-yl) 2-MeBn 7.208
66 3-(S)-(4-Methyl-4,5-dihydrooxazol-2-yl) cHex 7.292 99 4-(4,5-Dihydrothiazol-2-yl) 4-MeBn 6.553
67# 3-(R)-(4-Methyl-4,5-dihydrooxazol-2-yl) cHex 7.796 100# 4-(4,5-Dihydrothiazol-2-yl) 4-MeOBn 6.495
68 3-(S)-(4-Benzyl-4,5-dihydrooxazol-2-yl) cHex 5.678 101 4-(4,5-Dihydrothiazol-2-yl) 2-PhEt 7.420
69# 3-(R)-(4-Benzyl-4,5-dihydrooxazol-2-yl) cHex 6.229 102 4-(4,5-Dihydrooxazol-2-yl) nBu 6.921
70 3-(R)-(4-Methoxycarbonyl-4,5-dihydrooxazol-2-yl) cHex 7.046 103 4-(4,5-Dihydrooxazol-2-yl) c-pentyl 7.000
71# 3-(S)-(4-Methoxycarbonyl-4,5-dihydrooxazol-2-yl) cHex 8.027 104 4-(4,5-Dihydrooxazol-2-yl) 2-MeBn 7.469
72 3-(R)-(5-Methyl-4,5-dihydrooxazol-2-yl) cHex 7.137 105 4-(4,5-Dihydrooxazol-2-yl) 4-MeBn 6.745
73# 3-(S)-(5-Methyl-4,5-dihydrooxazol-2-yl) cHex 8.167 106 2-OMe, 4-CO2Me nHex 8.260
74 3-(S)-(4-(1H-Indol-3-yl)-4,5-dihydrooxazol-2-yl) cHex 5.721 107 2-Me, 4-CO2Me nHex 7.260
75 3-Thiadiazol-4-yl nBu 8.161 108 2-Thiadiazol-4-yl dodecyl 7.301

[a] See reference [50] for compounds 43–58, reference [41] for compounds 59–74, and reference [49] for compounds 75–108. [b] The test set compounds
are marked with a # (See Experimental Section).
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Interestingly, compound 3 did not inhibit MGL activity (only
8 % inhibition was observed at 1 mm), although we have previ-
ously shown that para-substitution in phenyl carbamates
favors the MGL inhibition.[49, 50]

In silico chemical reactivity

There are presumably two main factors governing the FAAH
activity of the carbamates: firstly, the susceptibility of the li-
gands to react with the enzyme, and secondly, the steric and
electric complementarity of the carbamates and FAAH. Irrever-
sible inhibition of FAAH by URB597[20] and related com-
pounds,[46, 61] is known to involve carbamoylation of the hy-
droxy group of the catalytic Ser 241 residue. Furthermore, the
carbamate C(O)�O bond lability and the pKa value of the phen-
oxide leaving group has been used to explain the variance in
biological activity.[62, 63] On the other hand, there are several ex-
amples of carbamate design suggesting that molecular recog-
nition interactions account for the majority of the variance in
the FAAH inhibition data.[40–42] Thus, prior to building any 3D-
QSAR models we needed to evaluate whether there were
actual prerequisites to correlate the inhibition activity with
noncovalent enzyme–ligand (recognition) interactions by as-
sessing the degree of correlation between the FAAH IC50

values of the compounds and the calculated reactivity. To ach-
ieve this, we plotted quantum chemical energies of the highest
occupied molecular orbital (EHOMO) and the lowest unoccupied
molecular orbital (ELUMO), and the calculated chemical hardness
(h) against the pIC50 values of the full data set. Of the calculat-
ed descriptors, ELUMO was able to explain 13 % of the variance
in the data, while EHOMO and chemical hardness were even less
significant (Table 3; a full list of calculated values is given in
table S3 of the Supporting Information).

According to the frontier molecular orbital (FMO) theory,
molecules with near-zero EHOMO are good nucleophiles while
those with low ELUMO are good electrophiles.[64] Chemical hard-
ness is a measure of the resistance of the compound to defor-
mation with high values implying high chemical stability.[65] Al-
though these are simple descriptors, they have been success-
fully applied in carbamate-related quantitative structure–prop-
erty relationships (QSPR) studies.[40, 63] While it is likely that
higher correlation coefficients with FAAH pIC50 values could be
found by dividing our data set in more specific substructural

families, we can assume, based on the results presented in
Table 3, that in general the level the reactivity of the com-
pounds has a minor effect and is unable to explain the large
observed variance in FAAH inhibition in our data set (Table 1
and Table 2).

Training and test set selection

Rational selection of training and test sets in terms of repre-
sentativeness and diversity can be seen as a general require-
ment when applying external validation in QSAR studies.[66] For
any prediction to be valid, the predicted set of compounds
must fall within the same chemical space as the training set
compounds (i.e. , possess similar chemical properties). There
are several methods to select the sets, such as random selec-
tion, sorted activity data, and k-means clustering, of which the
latter is argued to be superior to the others.[67] We divided our
data (99 carbamates) into training and test sets of 74 and 25
carbamates, respectively, using two-dimensional fingerprint-
based k-means clustering (Tables 1 and 2). The FAAH pIC50

value distributions of the sets were compared and found stat-
istically equal (independent two-sample t-test ; t(97) = 0.18, p
<0.001; MTraining = 7.36, SD = 0.88, n = 74; MTest = 7.39, SD = 0.85,
n = 25). The distribution of the sets in molecular operating en-
vironment (MOE) two-dimensional descriptor space, as evaluat-
ed by principal component analysis (PCA), is presented in
Figure 1, which shows the sets are uniformly spread over the
first two dimensions of the PCA space, and are representative
of each other. On the other hand, both sets are also diverse
within the defined space. Compound 88 can be regarded as
an outlier, and consequently, possibly more inaccurately pre-
dicted by the 3D-QSAR models.

Table 3. Linear regression models of FAAH inhibition.

Equation n[a] r2[b] S[c] F

pIC50 = 2.88EHOMO
[d] +8.31 99 0.002 0.842 0.223

pIC50 = 4.32ELUMO
[e] +7.01 99 0.130 0.837 1.278

pIC50 = 6.26h[f] +6.09 99 0.007 0.804 0.677

[a] The linear regression models were calculated with the full data set.
[b] Conventional, nonvalidated correlation coefficient. [c] Standard error
of estimate. [d] The calculated energy of the highest occupied molecular
orbital (HOMO). [e] The calculated energy of the lowest unoccupied mo-
lecular orbital (LUMO). [f] The calculated estimate of chemical hardness.

Figure 1. Two-dimensional plot of the first two principal components (PCs)
of MOE PC analysis (test set compounds, &; training set compounds, &).
The first (PC1) and the second (PC2) PCs accounted for 30.9 % and 15.8 % of
the variance in the data, respectively. The arrow is highlighting compound
88.
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Alignment by molecular docking

The superposition of the compounds is known to be one of
the most crucial steps in any 3D-QSAR study. Herein, we used
the available structural FAAH data in protein-based alignment
by molecular docking. This enables direct projection of the re-
sulting 3D-QSAR contours into the enzyme active site, and fur-
thermore, the usage of the ligand-based QSAR data in later
structure-based design. Although X-ray structures of human-
ized rat FAAH (h/rFAAH) have recently become available (PDB:
2WAP, 2VYA, 2WJ1, 2WJ2),[26d, 37] owing to the enzyme source
(rat) used in our in vitro biological evaluation of these com-
pounds, we chose to exploit the first publicly available murine
FAAH crystal structure (PDB: 1MT5) in our docking experi-
ments.[36]

The first hypothesis of the FAAH binding orientation of
URB597 and its derivatives placed the O-aryl moiety into the
opening of the acyl chain binding (ACB) channel, mimicking
the lipophilic alkyl chain of methyl arachidonyl fluorophospho-
nate (MAFP), the substrate found in the co-crystal X-ray struc-
ture (PDB: 1MT5).[20] However, according to more recent stud-
ies,[41, 46, 48, 62] prior to the carbamoylation reaction, carbamates
bind in a conformation where the N-alkyl group is pointing to-
wards the bifurcated ACB and substrate-access channels, while
the carbonyl oxygen is interacting with the oxyanion hole resi-
dues (Ile 238–Ser 241) with the electropositive a-carbon of the
ligand in close proximity to the Ser 241 hydroxy group. More-
over, in this binding mode, the O-aryl group resides in the cy-
toplasmic access (CA) cavity.

The molecular mechanistic docking scheme cannot take into
account the proton transfer in the FAAH Lys 142–Ser 217–
Ser 241 catalytic triad,[68, 69] the high electropositivity of the oxy-
anion hole,[37b] nor the polarization in the ligand carbamate
functionality. Thus the energy surface of the protein–ligand in-
teractions in the catalytic region is likely to be ill defined. In
order to produce consistent alignments in agreement with the
binding mode described above, Surflex-Dock� (Tripos, Ltd. , St.
Louis, USA) was used in the fragment-guided mode.[70] First,
we explored the effect of varying the penalty value in the frag-
ment-guided docking scheme. The docking runs were evaluat-
ed by the CoMSIA partial least squares (PLS) statistical parame-
ters. Figure 2 shows that in terms of external (test set) predic-
tivity, the most dramatic effect is observed when the penalty
value is increased from 0 to 1 pKd ��2. No clear trend in statisti-
cal values is apparent when the penalty value is further in-
creased to the maximum value of 100 pKd ��2. Although slight-
ly better models could be built with larger penalties (more
constrained alignments), we chose to use as small value as
possible, allowing the ligands to adjust their conformations
also according to the enzyme–ligand interactions rather than
solely the predefined fragment position. Therefore, subsequent
3D-QSAR models were developed using the best-ranked con-
formations of each ligand from the docking with penalty value
of 1 pKd ��2 (both with and without the post-docking minimi-
zation, see Figure 3 and Supporting Information, figure S2).

Interestingly, in the chosen alignments, the N-cyclohexyl
moiety of carbamates (e.g. , 2 a) adopts a conformation where

the carbamate group is in an axial position (Figure 5 and 6, see
also Supporting Information, figure S4 and S5). The side chains
of Phe 194 and Ile 491 sterically prevent the cyclohexyl ring
from binding with carbamate in an equatorial position. Similar
observations were also made in our earlier study.[41] This is in
disagreement with the previous studies by Piomelli
et al. ,[20, 40, 48] which were performed using the same X-ray struc-

Figure 2. Evaluation of Surflex-Dock� fragment guiding penalty values in
ligand alignments (q2

SAMPLS, &; r2, &). The statistical values shown are for
CoMSIA models using Gasteiger–H�ckel charge model and the combination
of all five CoMSIA descriptors (steric, electrostatic, hydrophobic, hydrogen
bond donor and acceptor). Post-docking minimization was employed in the
docking process (see Experimental Section). The corresponding values for a
model without any fragment guiding in the docking process were:
q2

SAMPLS =�0.042, r2 = 0.342, and R2
PRED = 0.252. See table S4 in the Support-

ing Information for full statistical parameters of the models.

Figure 3. The FAAH active site-based alignment of the 99 carbamates by
Surflex-Dock� with a penalty value of 1 pKd ��2 (no post-dock minimization).
The carbon atoms of the catalytic residues are colored in orange, while
those of ligands in grey.
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ture of FAAH. This discrepancy is peculiar, and might originate
from the differences in the applied docking and geometry op-
timization schemes. However, conformational analysis and
quantum mechanical calculations of compound 2 a (see Sup-
porting Information) suggest that the N-cyclohexyl conforma-
tion, with carbamate group in the axial position, is a plausible
initial binding conformation for these inhibitors.

CoMSIA models

Descriptor selection

By default, CoMSIA uses five descriptor types: steric, electro-
static, hydrophobic, hydrogen bond donor and acceptor.[52]

Typically, all of these are applied in standard CoMSIA analyses.
However, the number of descriptors selected for QSAR models
should be kept to a minimum.[71] To find the most (internally)
predictive field combination prior to actual model building,
preliminary q2 values were calculated with the SAMPLS[72] algo-
rithm for all 31 descriptor field combinations. The combination
of steric, electrostatic, and hydrophobic descriptors gave rise
to the highest q2 values, although not by a significant margin
(see Supporting Information, figure S3.) Additional progressive
scrambling analyses confirmed this combination as having the
highest internal predictivity (data not shown), and thus the
combination was used in the subsequent model development.

Statistical results

CoMSIA models were derived for the docking alignments (pen-
alty value = 1 pKd ��2) both with and without the post-docking
geometry optimization. Three different partial-charge models
were applied for both alignments. The results of the CoMSIA
models are summarized in Table 4. In terms of the popular cri-
terion of q2

LOO>0.5, though highly controversial due to its
often overly optimistic results,[73, 74] both alignments could pro-
duce statistically significant models with all the charge models.
Additionally, much stricter leave-half-out (LHO) cross-validation
was also performed. Compared to leave-one-out (LOO) cross-
validation, LHO resulted in clearly lower q2 values throughout
the models (0.566–0.594 vs 0.368–0.453, respectively), casting
a shadow on the quality of the models. Also, it should be
noted that the large gap between q2 and r2 in the CoMSIA
models might be due to meaningless X-variables (descriptor
values), suggesting that the models contain noise. The field
contributions of the nonvalidated models are presented in
Supporting Information (table S5). The electrostatic and hydro-
phobic fields had the highest contribution to the models (39–
44 % and 30–40 %, respectively).

The models with electrostatic-potential- (ESP) fitted charges
were higher in internal predictivity compared to those with
topological Gasteiger–H�ckel (GH) or semiempirical modified
neglect of differential overlap (MNDO) charges. The partial
charge calculation method reportedly influences comparative
molecular field analysis (CoMFA)[75] and CoMSIA[76] models with
more sophisticated methods resulting in more predictive
models. In the present study, the better internal predictivity of

ESP charges was already seen in the descriptor selection (Sup-
porting Information, figure S3), and it is likely to result from
the applied ab initio method taking into account the polarized
electron distribution of the carbamates more precisely than
the other charge calculation methods. However, it should
noted that ESP-derived charges are prone to be less accurate
in determination of charges of “buried” atoms, such as sp3

carbon, as the ESP points used in fitting are relatively far away
from these atoms.[77]

Region focusing

The models in Table 4 were subjected to region focusing[78] in
order to refine the models. The results for all the focused
models are given in the Supporting Information (table S6)
while the statistics of the focusing of the model with non-mini-
mized alignment (ESP charges) are presented in Table 5. Gener-
ally, compared to the parent models, region focusing clearly in-
creased the internal predictivity. The highest values for all the
models were observed with grid spacing of 1.0 � (for compari-
son, the default value of 2.0 � was used in the parent models).
As evident in Table 5, focusing simplified the model, as only
five components were needed for the best results (compared
to six components in the original models). Applying a finer
grid (0.5 �) did not enhance the results, even with high values
of column filtering (data not shown). This might be due to in-
sufficient X-variable selection and filtering protocols in SYBYL,
as the small grid spacing value produces large amounts of vari-
able values. The best focused model (non-minimized, ESP
charges, grid = 1.0 �, weight = 0.5) was selected for subsequent

Table 4. Statistics of CoMSIA PLS analyses.[a]

Model[b] cv[c] q2[d] SPRESS
[e] N[f] r2[g] S[h]

Minimized
GH LHO 0.380 0.669 2 0.696 0.491

LOO 0.594 0.584 6 0.893 0.299
MNDO LHO 0.411 0.680 2 0.709 0.480

LOO 0.563 0.605 6 0.895 0.297
ESP LHO 0.453 0.661 3 0.775 0.425

LOO 0.566 0.603 6 0.898 0.292
Non-minimized
GH LHO 0.368 0.724 6 –[i] –

LOO 0.580 0.593 6 0.906 0.281
MNDO LHO 0.417 0.681 3 0.784 0.416

LOO 0.593 0.584 6 0.910 0.274
ESP LHO 0.408 0.688 3 0.781 0.419

LOO 0.592 0.585 6 0.913 0.269

[a] pIC50 value of FAAH inhibition was used as a dependent value for the
set of 74 carbamate derivatives. Steric, electrostatic, and hydrophobic
CoMSIA descriptors were used. [b] Alignments with a penalty value
= 1 pKd ��2 both with and without the post-docking minimization. Charg-
es calculated with Gasteiger–H�ckel (GH), semiempirical modified neglect
of differential overlap (MNDO), and HF/6-311G** electrostatic potential fit
(ESP) methods. [c] Cross-validation method. Column filtering of 0.001 kcal
mol�1 was applied. [d] Cross-validated correlation coefficient. [e] Standard
error of prediction. [f] Number of PLS components. [g] Conventional, non-
validated correlation coefficient. [h] Standard error of estimate. [i] Deter-
mined below.
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studies. The LHO cross-validation q2 and Spress values for this
model were 0.563 and 0.599, respectively. Compared to the
parent model, the best focused model shows a decrease in the
hydrophobic contribution (Supporting Information, table S5).
Moreover, the small increase in steric and electrostatic contri-
butions indicates that the model is more sensitive to these ef-
fects, although a hydrophobic field still has a significant contri-
bution to the model (30 %).

Progressive scrambling

The models were validated internally by progressive scram-
bling, which can address the overly optimistic cross-validation
results by randomly perturbing the models in a step-wise
manner and measuring the response to perturbation, hence
evaluating the stability and the robustness of the models.[79]

The predictivity of redundant models with chance correlations
is expected to fall off rapidly in the scrambling process, where-
as robust models are likely to remain stable. The progressive
scrambling procedure was applied to all the models given in
Table 4 and also for the best focused model (see Supporting
Information, table S7 for full scrambling results). For the major-
ity of the models, the adjusted Q0*2 values were comparable
with the unperturbed LOO q2 values (Table 6). However, when
looking at the values for the sensitivity to perturbation (dq2/
dryy

2), the danger of using the classical q2 as a measure of the
model quality becomes apparent.[73, 80] In the optimal case, the
value for dq2/dryy

2 should be near unity, that is, the predictivity
of the model should respond to perturbation linearly, and a
value of 1.2 can be used as a limit to determine if the model is
unstable.[79] Thus, dq2/dryy

2 can be used to avoid overfitting
caused by too many PLS components.[81]

Evidently, the majority of the models (original number of
PLS components) with significant q2 values were clearly unsta-
ble (dq2/dryy

2 �1.2; Supporting Information, table S7). Even
when the models were simplified by reducing the number of
components, overfitting was not completely avoided. Thus, we
considered only the most predictive and stable models (Q0*2

>0.6, dq2/dryy
2 <1.1) for further studies (Table 6).

Test set correlation validation

The CoMSIA PLS models were subjected to external validation
by test set prediction. This is claimed to be the ultimate QSAR
model validation method.[73, 82] In addition to the coefficients of
correlation for the test set prediction (R2

PRED), the models were
evaluated according to the methods of Golbraikh and Tropsha
(see Supporting Information, table S8).[73, 82b] The R2

PRED values
ranged from 0.591 to 0.732 with the best focused model
having the highest external predictivity. Of the models, all but
one (the minimized alignment with GH charges) passed the re-
quirements of Golbraikh and Tropsha. On the other hand,
when combining this data with the progressive scrambling re-
sults for model stability, the only model fulfilling all these crite-
ria is the best focused model, and therefore this model was
chosen to calculate the CoMSIA contour maps described
below. The experimental versus predicted plot of the best fo-
cused model is presented in Figure 4. No significant outliers
can be seen, though the majority of the compounds are clus-

Table 5. CoMSIA Region focusing results for the model with non-mini-
mized alignment with ESP-fitted charges.

Weight[a] w = 0.3 w = 0.5 w = 0.8
Grid[b] 0.5 1.0 0.5 1.0 0.5 1.0

q2
SAMPLS

[c] 0.655 0.694 0.68 0.710 0.683 0.701
SPRESS

[d] 0.538 0.508 0.538 0.498 0.516 0.511
N[e] 6 5 6 5 6 6
r2[f] 0.904 0.897 0.903 0.859 0.862 0.864
S[g] 0.283 0.294 0.286 0.341 0.340 0.338

[a] Weighting value in StDev*Coefficient for each lattice point. [b] Grid
spacing in �. [c] Cross-validated correlation coefficient. SAMPLS equal to
leave-one-out with column filtering set to 0 kcal mol�1. [d] Standard error
of prediction. [e] Number of PLS components. [f] Conventional, nonvali-
dated correlation coefficient. Column filtering value of 0.001 kcal mol�1

was used for the nonvalidated models. [g] Standard error of estimate.

Table 6. Progressive scrambling statistics.[a]

Model N[b] Qs*
2[c] Q0*2[d] SDEPs*

[e] dq2/dryy
2[f]

Minimized
GH 5 0.502�0.003 0.591�0.003 0.640�0.002 1.045�0.032

6 0.515�0.003 0.606�0.003 0.636�0.001 1.077�0.029
Best 4 0.584�0.003 0.687�0.003 0.581�0.002 0.894�0.026
focused[g] 5 0.610�0.000 0.712�0.003 0.569�0.001 1.063�0.024

[a] Values are represented as mean � standard deviation (SD) of 20
scrambling runs each with 100 scramblings. [b] Number of PLS compo-
nents. [c] Predictivity at the critical threshold level of perturbation (s) ; s =

0.85. [d] Q0*2 = Qs*
2s, corresponding to the value expected for an unper-

turbed model (classical q2). [e] Standard error of prediction at the critical
level of perturbation. [f] Sensitivity for perturbation at the critical level of
perturbation. [g] Non-minimized alignment, ESP charges, weighting value
of 0.5, and grid spacing of 1.0 �.

Figure 4. Test set prediction for the best focused, five-component CoMSIA
model (training set, ^; test sets, *). Best-fit (c, yielding R2

PRED) and zero-
intercept (a, yielding R2

0) lines and the respective equations are shown.
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tered in the center region of pIC50 distribution. Naturally, this is
due to the data set itself.

CoMSIA fields

Figure 5 shows the CoMSIA steric, electrostatic and hydropho-
bic contour maps for the best focused model. Field contribu-
tions are shown in the Supporting Information (table S5). The
steric field (Figure 5 a) shows bulk being favorable in the distal
part of the N-cyclohexyl group, in the region where the longer
alkyl groups are reaching further away from the carbamate
core. Additionally, steric bulk is disfavored in the distal O-aryl
region where the larger substituents are located (e.g. , the 2-cy-
clopentyl-ethyl of 11 b or the cyclohexyl of 6 b). Correspond-
ingly, in the FAAH active site, the favored region is in the start-
ing point of the ACB channel with possible interacting amino
acids being Leu 192, Phe 194, Ile 491, and Thr 488, whereas the
disfavored region almost reaches the hydrophilic surface of
FAAH in the CA channel.

In the case of the electrostatic field (Figure 5 b), negative
charge is favored in close proximity to polar atoms of the
meta-heterocycles of the phenyl ring (e.g, the oxazole nitrogen
of 2 a or 6 a). This is in line with our earlier finding that the ox-
azoline ring nitrogen interacts with the backbone of Cys 269
and Val 270,[41] although in the present study the ligand confor-
mations are not fully comparable with the earlier work due to
the differences in the docking methods. The unfavorable
region for negative charge is located in the ketone and phenyl
group region of the meta-substituted carbamates with large
substituents in the distal O-aryl tail (e.g. , 51, 55, 57). This is
controversial, as this ketone group is known to be important
for FAAH activity,[41] potentially due to a water-mediated hydro-
gen bond with Thr 236.[37b] Then again, compared to 2 a, the
phenyl ring of these less potent carbamates is located slightly
closer to Leu 192 and Cys 269, and is probably the cause of this
disfavored field.

The favorable hydrophobic field (Figure 5 c) highlights the
importance of having a five-membered ring in the meta-posi-
tion of the O-phenyl group (the carbon or sulfur atoms of the
ring are located in this region). Similarly to the steric field, the
white hydrophobic field is showing the disadvantage of having
lipophilic substituents close to the (hydrophilic) opening of the
CA cavity, near the surface of FAAH. The large disfavored
region at the N-cyclohexyl ring, at the bifurcation point of the
ACB and substrate access-channels, does not seem reasonable
at first. However, the original CoMSIA atomic hydrophobicity
values were fitted from a full molecule property (octanol–
water partition coefficient),[52, 83] and as a result, for example,
the sp3 carbon of the N-cyclohexyl moiety has a negative hy-
drophobicity value of �0.4873. Consequently, substituents
classically considered as hydrophobic can become the oppo-
site, especially due to the inherent Gaussian-type function of
CoMSIA calculating the descriptor values inside the van der
Waals surface of the molecules. This combined with the large
contribution of the hydrophobic field to all the models casts a
doubt over the applicability of the current CoMSIA models to
rational design of further carbamates as FAAH inhibitors. The

Figure 5. CoMSIA PLS fields (coefficient plots) for the best focused model in
the active site of murine FAAH. The most potent carbamate of the training
set (2 a) is also rendered for the sake of clarity. a) Steric fields : green, bulk
favored; yellow, bulk disfavored. b) Electrostatic fields: blue, negative charge
disfavored; red, negative charge favored. c) Hydrophobic fields: yellow,
hydrophobic groups favored; white, hydrophobic groups disfavored. See
figure S4 in the Supporting Information for depiction of the active site
surface.
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peculiar nature of the CoMSIA hydrophopic descriptor should
be investigated further, but it is outside the scope of the cur-
rent study.

GRID/GOLPE

Owing to the uncertainties in the CoMSIA hydrophobic de-
scriptor described above, we wanted to apply an alternative
3D-QSAR method, that is, the GRID molecular interaction fields
combined with GOLPE statistical modeling package to create a
QSAR model of FAAH inhibition.[84, 85]

Statistical results

Over 60 monoatomic probes (descriptors) are available in GRID
(version 22a), and although not all of these are applicable to
the current study, we chose not to apply a time-consuming full
descriptor selection scheme, but resorted to a common set of
probes: steric (sp3 carbon, C3), and hydrogen-bond donating
(amide nitrogen, N1) and accepting (carbonyl oxygen, O) inter-
action partners. The ligand alignments, and training and test
set selections were identical to those of the CoMSIA models,
though only a fine grid of 0.5 � was used for the GRID calcula-
tions (corresponding to the smallest value used in CoMSIA
region focusing). Following the advanced X-variable pretreat-
ment and selection (see Experimental Section for details), final
models were developed (Table 7). The statistical values of the
GRID/GOLPE models were clearly better than the nonfocused
CoMSIA models (Table 4) with the best GRID/GOLPE model
(non-minimized alignment) yielding q2 and r2 values of 0.730
and 0.916 at five PLS components, respectively. Noticeably,
both models were statistically significant (q2 >0.5) even when
using the strict LHO cross-validation. The GRID/GOLPE models
are of a similar level in terms of internal statistics with the final
(best focused) CoMSIA model. Unfortunately, the internal ro-
bustness and stability could not be studied as progressive
scrambling is not available in GOLPE.

Test set correlation validation

Similarly to CoMSIA procedure, GRID/GOLPE models were vali-
dated using the external test set. The results are presented in

the Supporting Information (table S9). The R2
PRED values for the

minimized and non-minimized models were 0.505 and 0.760,
respectively. Furthermore, the non-minimized model met the
requirements set by Golbraikh and Tropsha,[70, 79b] whereas
these criteria were not fulfilled in the case of the minimized
model. The experimental versus predicted plot of the non-
minimized model is presented in Figure 6. In the model test
set, compound 72 can be regarded as an outlier (residual
value �1.34). Compared to the final CoMSIA model (Figure 4),
this model is not as stable; this is also indicated by the mean
values of test set absolute residuals (CoMSIA = 0.26, SD = 0.2;
GRID/GOLPE = 0.35, SD = 0.28).

GRID/GOLPE fields

The GOLPE PLS coefficient plots of the non-minimized model
are presented in Figure 7. In the case of steric (carbon) probe
(Figure 7 a) the majority of the favorable regions are located in
close proximity to the side chains of Ile 238 and Leu 278, next
to the hydrophilic end of the CA channel. This is in line with
the earlier results, and highlights the importance of having the
carbamate O-phenyl ring substitution at the meta-posi-
tion.[40, 49, 50] These studies have also shown ortho- and para-sub-
stitutions to be suboptimal for FAAH activity. Correspondingly,
the unfavorable steric contour shows regions next to Leu 266
and Gly 268 (para-substitutions) and Leu 192 (ortho-substitu-
tions). Notably, small substituents at the para-position are
known to be sterically tolerated, decreasing the FAAH activity
only by to a small degree.[40, 86] Additionally, the carbon probe
reflects the shape of the FAAH active site in the branching
zone of the ACB and substrate-access channels with disfavored
regions being located around the N-alkyl/aryl tail of the carba-
mates. As expected, according to the SAR presented above
(e.g. , 2 a–d), cyclic and acyclic N-alkyl groups do not reside in

Table 7. Statistics of GRID/GOLPE PLS analyses.[a]

Model[b] cv[c] q2[d] SPRESS
[e] N[f] r2[g] S[h]

Minimized LHO 0.516 0.606 5 –[i] –
LOO 0.678 0.495 5 0.887 0.299

Non-minimized LHO 0.531 0.697 5 –[i] –
LOO 0.730 0.453 5 0.916 0.253

[a] pIC50 value of FAAH inhibition was used as a dependent value for the
set of 74 carbamate derivatives. C3, N1, and O GRID probes were used.
[b] Alignments with a penalty value = 1 pKd ��2 both with and without
the post-docking minimization. [c] Cross-validation method. [d] Cross-vali-
dated correlation coefficient. [e] Standard error of prediction. [f] Number
of PLS components. [g] Conventional, nonvalidated correlation coeffi-
cient. [h] Standard error of estimate. [i] Determined below.

Figure 6. Test set prediction for the five-component, non-minimized GRID/
GOLPE model (training set, ^; test sets, *). Best-fit (c, yielding R2

PRED)
and zero-intercept (a, yielding R2

0) lines and the respective equations are
shown.
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these disfavored regions unlike the more rigid aromatic
groups. In the FAAH active site, the side chains of Leu 192,
Phe 194 and Ile 491 in particular are sterically constraining the
conformation of the N-alkyl/aryl groups. However, with urea
type FAAH inhibitors, a major increase in inhibition activity was
gained by introduction of a biaryl ether moiety, which was
shown to interact with the ACB channel in h/rFAAH.[26d, 37a]

Moreover, h/rFAAH is known to undergo significant conforma-
tional changes in the ACB/substrate-access channel re-
gion.[26d, 37] Thus, the preference for nonaromatic N-substitu-
tions might not be as clear with other in vitro bioassays as in
the current study.

The PLS contour of the probe used to account for hydro-
gen-bond accepting properties (N1) shows two main favorable
regions (Figure 7 b). These regions are located next to the
meta-substituents of the O-phenyl ring, close to the side
chains of Gln 273 and Leu 278. This highlights the importance
of having a heterocyclic group capable of forming electrostatic
interactions at this position, although in the current study
these ring atoms are slightly too far away from the Gln 273
side chain to form hydrogen bonds. Noticeably, there is a clear
overlap between methyl and N1 probe favorable zones in the
FAAH active site, possibly suggesting that the major interac-
tion between the N1 probe and the ligands could be of a
steric nature. This is further emphasized by the fact that there
are no hydrogen-bond donors near the side chain of Leu 278.
As with the favorable N1 regions, the disfavored N1 regions
are also in agreement with the methyl probe (Figure 7 b). With
respect to the CA channel, placing an ortho- or para-substitu-
ent on the O-phenyl ring decreases inhibition activity. Further-
more, in N-alkyl/aryl binding region, N1 shares a similar disfa-
vored region with the methyl probe by outlining the shape of
the ACB channel. In addition, there is a disfavored N1 region
close to Met 191 and Cys 269, which resembles the shape of
the FAAH active site. Moreover, this region corresponds to the
para-methoxycarbonyl substituents of 106 and 107. The addi-
tional ortho-substituents of these compounds alters their bind-
ing conformations and also enhances their FAAH activity com-
pared to the parent compounds,[49] but the para-substituent
seems to be unfavorable for inhibitory activity.

The hydrogen-bond donor properties of the ligands were as-
sessed with a carbonyl oxygen probe (O). The favorable and
unfavorable regions are presented in Figure 7 c. As with the N1
probe, the O regions follow the shapes of the steric contours.
No corresponding interacting FAAH residues were identified to
complement the favorable O regions, thus decreasing the
value of the model in terms of hydrogen-bond donating fea-
tures of the ligands. This is presumably due to the small
number of ligands with hydrogen-bond donating moieties (ex-
cluding the invariable carbamate functionality) in the training
set (Table 1 and Table 2).

When comparing the contours of the final CoMSIA (Figure 5)
and GRID/GOLPE (Figure 7) models, both the CoMSIA hydro-
phobic descriptor and GRID methyl probe emphasize the im-
portance of having the O-phenyl ring substituted at the meta-
position. Both steric and hydrophobic CoMSIA descriptors pe-
nalize the ligands protruding towards the hydrophilic end of

Figure 7. GRID/GOLPE PLS fields (coefficient plots) for the final model in the
active site of murine FAAH. The most potent carbamate of the training set
(2 a) is also rendered for the sake of clarity. a) Carbon (C3) fields : green,
steric interaction favored (negative coefficients under �0.0005) ; yellow,
steric interactions disfavored (positive coefficients over 0.0005). b) Amide ni-
trogen (N1) fields: orange, interaction with hydrogen-bond acceptor favored
(negative coefficients under �0.0007); blue, interaction with hydrogen-bond
acceptor disfavored (positive coefficients over 0.0007). c) Carbonyl oxygen
(O) fields: red, interaction with hydrogen-bond donor favored (negative
under coefficients �0.0005) ; violet, interaction with hydrogen-bond donor
disfavored (positive coefficients over 0.0005). See figure S5 in the Supporting
Information for depiction of the active site surface.
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the CA cavity, whereas no GOLPE contours can be observed in
this region (at the applied coefficient levels). Interestingly, the
disfavored CoMSIA electrostatic region partially overlaps with
the disfavored GOLPE N1 region, giving further confidence of
the detrimental effects of polar substituents at the para-posi-
tion of the O-phenyl ring.

Conclusions

We have described the synthesis of a series 3-heterocycle-
phenyl N-alkylcarbamates as novel and potent FAAH inhibitors.
The most potent compound, 3-(oxazol-2yl)phenyl cyclohexyl-
carbamate (2 a), inhibited FAAH with a sub-nanomolar level
IC50 value (IC50 = 0.74 nm). Moreover, the N-cyclohexyl carba-
mates with 1,2,3-thiadiazol-4-yl (1 b) and tetrazolyl (9 a) moiet-
ies were almost equally potent (IC50 = 1.0–1.1 nm). Further-
more, we have presented externally validated 3D-QSAR models
for carbamates as FAAH inhibitors. Prior to QSAR analysis, we
estimated the reactivity of our compounds. The 3D-QSAR
models highlight the molecular features favorable, such as
having the O-phenyl ring substituted at the meta-position, and
detrimental, like having a rigid N-substituent, to FAAH inhibi-
tion. Consequently, these models make in silico design and
evaluation of further carbamate optimizations possible, and
also allows the prioritization of synthetic work. Finally, the ap-
plied automated docking scheme enables rapid protein-based
alignment of large sets of carbamates.

Experimental Section

Chemistry

Commercially available starting materials were used without fur-
ther purification. Solvents were distilled or dried over molecular
sieves prior to use. All dry reactions were performed under argon
in flame- or oven-dried glassware. Microwave assisted reactions
were carried out using a CEM Discover� microwave reactor. Ana-
lytical thin-layer chromatography (TLC) was carried out on Merck
silica gel F254 (60 �, 40–63 mm, 230–400 mesh) precoated aluminum
sheets and detected under UV-light. Purification of reaction prod-
ucts was carried out by flash chromatography (FC) on J. T. Bakers
silica gel for chromatography (pore size 60 �, particle size 50 nm).
The 1H NMR and 13C NMR spectra were recorded on a Bruker
Avance 500 or 400 spectrometers operating at 500.1/400 MHz for
1H and 125.1/100 MHz for 13C. Chemical shifts are reported in ppm
on the d scale from an internal standard of solvent (CDCl3 7.26 and
77.0 ppm; [D6]DMSO 2.50 and 39.52 ppm; CD3OD 3.31 and
49.00 ppm). Elemental analyses (CHN) were recorded using a
Thermo Quest CE Instrument EA 1110 CHNSO or Perkin–Elmer 2400
CHN elemental analyzers. Melting points were determined in open
capillaries using a B�CHI Melting Point B-545 or Stuart SMP and
are uncorrected.

Ethyl 2-(1-(3-hydroxyphenyl)ethylidene)hydrazinecarboxylate (14)
and 3-(1,2,3-Thiadiazol-4-yl)phenol (15) were prepared as described
previously.[49] Compounds 1 b–3, 5, 6 a–8, 9 c, 9 e–f, 10, 11 a–c,
11 e, 12, 17 a–b, 18 a–b, 27, 33–38 were synthesised via known
routes.[87–90] Full protocol and characterisation data for these com-
pounds can be found in the Supporting Information.

2-(3-Methoxyphenyl)-4-phenyloxazole (17 c): 3-Methoxybenz-
amide (1.5 g, 10 mmol, 1 equiv) and 2-bromo-1-phenylethanone
(2.4 g, 12 mmol, 1.2 equiv) were added to round bottomed flask
and irradiated (MW) for 5 min (power 200 W for 30 s, then 50 W, air
cooling, Tmax = 125 8C). The reaction mixture was dissolved in EtOAc
(150 mL), CH3OH (10 mL) and H2O (50 mL). The organic phase was
washed with saturated NaHCO3, H2O and brine, dried (Na2SO4), fil-
tered and concentrated. Purification by flash chromatography
(EtOAc/hexane, 5:95) gave 17 c (2.0 g, 79 %) as a red oil (90 % pure
by 1H NMR): 1H NMR (CDCl3, 400 MHz): d= 7.96 (s, 1 H), 7.84–7.81
(m, 2 H), 7.72–7.70 (ddd, 1 H), 7.66 (dd, J = 2.6, 1.6 Hz, 1 H), 7.46–
7.41 (m, 2 H), 7.39 (t, J = 8.0 Hz, 1 H), 7.36–7.30 (m, 1 H), 7.01 (ddd,
J = 8.3, 2.6, 1.0 Hz, 1 H), 3.90 ppm (s, 3 H); HRMS (ESI): m/z [M+Na]+

calcd for C16H13NO2 : 274.0844, found: 274.0839.

3-(4-Phenyloxazol-2-yl)phenol (18 c): Compound 17 c (150 mg,
0.6 mmol, 1 equiv) and N-butylpyridinium bromide (320 mg,
1.5 mmol, 2.5 equiv) were irradiated (MW) in a sealed tube for 3 �
30 s (power 125 W, Tmax = 100 8C). The reaction mixture was dis-
solved in EtOAc (50 mL) and the organic phase was washed with
H2O and brine, dried (Na2SO4), filtered and concentrated. Purifica-
tion by flash chromatography (CH2Cl2, 100 %) gave 18 c (84 mg,
60 %) as a yellow wax: 1H NMR (CD3OD, 400 MHz): d= 8.29 (s, 1 H),
7.85–7.81 (m, 2 H), 7.57 (ddd, J = 7.7, 1.5, 1.0 Hz, 1 H), 7.51 (dd, J =
2.3, 1.7 Hz, 1 H), 7.45–7.40 (m, 2 H), 7.36–7.31 (m, 2 H), 6.9 (ddd, J =
8.2, 2.5, 1.0 Hz, 1 H), 4.17–4.03 (m, 1 H), 2.10–1.99 (m, 2 H), 1.79–1.59
(m, 4 H), 1.57–1.46 ppm (m, 2 H); 13C NMR (CD3OD, 100 MHz): d=
163.6, 159.2, 143.2, 135.6, 132.4, 131.2, 129.8, 129.6, 129.2, 126.7,
118.9, 118.7, 114.1 ppm; HRMS (ESI): m/z [M�H]� calcd for
C15H10NO2: 236.0712, found: 236.0717.

3-(4-Phenyloxazol-2-yl)phenyl cyclopentylcarbamate (4): Crystal-
lization (EtOAc/hexane) gave 4 (60 mg, 66 %) as a white crystalline
solid: mp 159–161 8C; 1H NMR (CDCl3, 400 MHz): d= 7.97–7.93 (m,
2 H), 7.91–7.88 (m, 1 H), 7.84g7.79 (m, 2 H), 7.49–7.40 (m, 3 H), 7.36–
7.30 (m, 1 H), 7.27–7.23 (m, 1 H), 5.03 (br d, J = 6.8 Hz, 1 H), 4.17–
4.03 (m, 1 H), 2.10–1.99 (m, 2 H), 1.79–1.59 (m, 4 H), 1.57–1.46 ppm
(m, 2 H); 13C NMR (CDCl3, 100 MHz): d= 161.6, 154.1, 151.8, 142.5,
134,0 131.4, 130.1, 129.2, 129.1, 128.6, 126.1, 124.2, 123.7, 120.2,
53.5, 33.6, 24.0 ppm; Anal. calcd for C21H20N2O3 : C 72.40, H 5.79, N
8.04, found: C 72.05, H 5.55, N 7.99.

5-(3-Hydroxyphenyl)-1H-tetrazole (30):[91] 3-Hydroxybenzonitrile
(29, 1.43 g, 12 mmol, 1 equiv), Et3NHCl (3.3 g, 24 mmol, 2 equiv)
and NaN3 (1.6 g, 8 mmol, 2 equiv) were refluxed in dry toluene
(120 mL) for 20 h. The mixture was cooled to RT, diluted with H2O
(90 mL) and EtOAc (20 mL), and extracted with H2O (20 mL). The
aqueous phase was acidified by a dropwise addition of 32 % HCl
until a white solid precipitated. The precipitate was filtrated,
washed with H2O and dried to give 30 (2.2 g, 90 %) as a white
solid: mp 220–222 8C; 1H NMR ([D6]DMSO, 400 MHz): d= 9.94 (s,
1 H), 7.47–7.38 (m, 2 H), 7.40 (t, J = 8 Hz, 1 H), 6.98 ppm (ddd, J = 8,
2, 1 Hz, 1 H); 13C NMR ([D6]DMSO, 100 MHz): d= 158.0, 155.3 (br),
130.6, 125.1, 118.3, 117.6, 113.6 ppm.

3-(1H-Tetrazol-5-yl)phenyl cyclohexylcarbamate (31): This com-
pound was isolated as described for 7 a and crystallized (H2O/
CH3OH) giving 31 (1.1 g, 62 %) as a white crystalline solid: mp 180–
182 8C; 1H NMR ([D6]DMSO, 400 MHz): d= 7.89 (t, J = 8.0 Hz, 1 H),
7.78 (s, 1 H), 7.62 (t, J = 7.9 Hz, 1 H), 7.35 (d, J = 7.8 Hz, 1 H), 3.42–
3.29 (m, 1 H), 1.91–1.81 (m, 2 H), 1.77–1.66 (m, 2 H), 1.62–1.53 (m,
1 H), 1.36–1.20 (m, 4 H), 1.19–1.06 ppm (m, 1 H); 13C NMR
([D6]DMSO, 100 MHz): d= 155.0, 153.1, 151.7, 130.6, 125.3, 124.6,
123.4, 120.2, 49.9, 32.5, 25.1, 24.6 ppm; HRMS (ESI): m/z [M+Na]+

calcd for C14H17N5O2Na: 310.1280, found: 310.1291.
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3-(2-Methyl-2H-tetrazol-5-yl)phenyl cyclohexylcarbamate (9 a):
This compound was prepared and worked up as described for 7 b.
The isomers were separated by flash chromatography (CH3OH/
CH2Cl2, 0.5!1 %) and major product was crystallized (EtOAc/
hexane) giving 9 a (270 mg, 35 %) as a white solid: mp 158–160 8C;
1H NMR (CDCl3, 400 MHz): d= 7.97(d, J=7.8 Hz, 1 H), 7.93–7.90 (m,
1 H), 7.47 (t, J = 7.9 Hz, 1 H), 7.28–7.23 (m, 1 H), 7.97 (br d, J = 7.8 Hz,
1 H), 4.39 (s, 3 H), 3.65–3.52 (m, 1 H), 2.07–1.98 (m, 2 H), 1.80–1.70
(m, 2 H), 1.68–1.59 (m, 1 H), 1.45–1.33 (m, 2 H), 1.30–1.17 ppm (m,
3 H); 13C NMR (CDCl3, 100 MHz): d= 164.7, 153.3, 151.5, 129.8,
128.5, 123.6, 123.5, 120.1, 50.2, 39.5, 33.2, 25.4, 24.7 ppm; Anal.
calcd for C15H19N5O2 : C 59.79, H 6.36, N 23.24, found: C 59.49, H
6.20, N 23.13.

3-(1-Methyl-1H-tetrazol-5-yl)phenyl cyclohexylcarbamate (9 b):
The minor product from preparation of 9 a was crystallized (EtOAc/
hexane) giving 9 b (26 mg, 3 %) as a white crystalline solid: mp
157–161 8C; 1H NMR (CDCl3, 400 MHz): d= 7.61–7.51 (m, 3 H), 7.40–
7.32 (m, 1 H), 5.08–4.97 (br d, 1 H), 4.19 (s, 3 H), 3.64–3.51 (m, 1 H),
2.10–1.97 (m, 2 H), 1.82–1.70 (m, 2 H), 1.69–1.57 (m, 1 H), 1.46–1.33
(m, 2 H), 1.32–1.14 ppm (m, 3 H); 13C NMR (CDCl3, 100 MHz): d=
153.8, 153.0, 151.5, 130.3, 125.2, 124.6, 124.4, 122.1, 50.3, 35.1, 33.2,
25.4, 24.7 ppm; Anal. calcd for C15H19N5O2: C 59.79, H 6.36, N 23.24,
found: C 59.80, H 6.30, N 23.07.

3-(Cyclohexylcarbamoyloxy)benzoic acid (9 d): Crystallization
(EtOAc/hexane) gave 9 d (280 mg, 73 %) as a white solid: mp 205–
206 8C; 1H NMR ([D6]DMSO, 400 MHz): d= 13.13 (s, 1 H), 7.8387.75
(m, 2 H), 7.61–7.58 (m, 1 H), 7.50 (t, J = 7.9 Hz, 1 H), 7.38–7.34 (m,
1 H), 3.40–3.27 (m, 1 H), 1.89–1.79 (m, 2 H), 1.76–1.66 (m, 2 H), 1.61–
1.52 (m, 1 H), 1.34–1.05 ppm (m, 5 H); 13C NMR ([D6]DMSO,
100 MHz): d= 166.6, 153.2, 151.1, 132.0, 129.6, 126.2, 125.7, 122.3,
49.8, 32.5, 25.1, 24.5 ppm; Anal. calcd for C14H17NO4 : C 63.87, H
6.51, N 5.32, found: C 63.95, H 6.60, N 5.61.

3-Hydroxybenzamide (40):[92] A solution of 3-cyanophenol (29)
(295 mg, 2.48 mmol, 1 equiv) and NaBO3·4H2O (1.15 g, 7.45 mmol,
3 equiv) in H2O (8 mL) was heated to 50 8C and CH3OH (14 mL) was
added until the mixture became clear. Stirring was continued at
50 8C for 70 h. Excess CH3OH was evaporated and the remaining
mixture was adjusted to pH 5 with concd HCl (aq). The mixture
was extracted with CH2Cl2 and EtOAc (5 � 15 mL). The combined or-
ganic phases were washed with brine and dried (Na2SO4). Evapora-
tion of solvent gave 40 (183 mg, 54 %) as a white solid: mp 165–
168 8C; 1H NMR ([D6]DMSO, 400 MHz): d= 9.58 (s, 1 H), 7.84 (br s,
1 H), 7.29–7.20 (m, 4 H), 6.89 ppm (ddd, J = 7.9, 2.5, 1.0 Hz, 1 H).

3-Formylphenyl cyclohexylcarbamate (9 g): Recrystallization from
EtOAc/hexane gave 9 g (2.9 g, 69 %) as a white crystalline solid; mp
120–122 8C; 1H NMR (CDCl3, 400 MHz); 9.92 (s, 1 H), 7.71 (d, J =
7.6 Hz, 1 H), 7.67–7.65 (m, 1 H), 7.52 (t, J = 7.8 Hz, 1 H), 7.43–7.39 (m,
1 H), 5.01 (br d, J = 6.8 Hz, 1 H), 3.63–3.51 (m, 1 H), 2.09–1.98 (m,
2 H), 1.81–1.71 (m, 2 H), 1.68–1.59 (m, 1 H), 1.45–1.32 (m, 2 H), 1.30–
1.14 ppm (m, 3 H); 13C NMR (CDCl3, 100 MHz): d= 191.4, 153.1,
151.7, 137.6, 129.9, 127.8, 126.4, 122.4, 50.3, 33.2, 25.4, 24.7 ppm;
Anal. calcd for C14H17NO3 : C 68.00, H 6.93, N 5.66, found: C 67.83, H
6.86, N 5.65.

3-(4,5-Dihydro-1H-imidazol-2-yl)phenyl cyclohexylcarbamate
(9 h): A solution of 9 g (300 mg, 1.2 mmol, 1 equiv) in CH2Cl2

(10 mL) was treated with ethane-1,2-diamine (85 mL, 1.3 mmol,
1.05 equiv) at �2 8C (Tbath). The mixture was stirred for 30 min and
N-bromosuccinimide (230 mg, 1.3 mmol, 1.05 equiv) was added.
The mixture was allowed to warm to RT over 1 h and evaporated
to dryness. The resulting solid was dissolved in 10 % Et3N in EtOAc
and filtered through a pad of silica. The solution was concentrated

and the residue was crystallized (EtOAc/CH2Cl2) to give 9 h
(290 mg, 83 %) as a white crystalline solid: mp 139–141 8C; 1H NMR
(CDCl3, 400 MHz): d= 7.60 (dt, J = 7.7, 1.3 Hz, 1 H), 7.53 (s, 1 H) 7.37
(t, J = 7.9 Hz, 1 H), 7.20 (dd, J = 8.2, 1.5 Hz, 1 H), 5.07 (br d, J =
7.5 Hz, 1 H), 3.77 (br s, 4 H), 3.60–3.48 (m, 1 H), 2.05–1.96 (m, 2 H),
1.79–1.69 (m, 2 H), 1.67–1.58 (m, 1 H), 1.43–1.31 (m, 2 H), 1.28–
1.13 ppm (m, 3 H); 13C NMR (CD3OD, 100 MHz): d= 166.7, 156.0,
152.8, 132.5, 130.4, 125.4, 125.0, 121.8, 51.7, 50.4, 34.0, 26.6,
26.1 ppm; Anal. calcd for C16H21N3O2: C 66.88, H 7.37, N 14.62,
found: C 66.54, H 7.33, N 14.27.

3-(2-Methoxyethoxymethoxy)-benzonitrile (32):[87, 93] An ice-cold
solution of 3-cyanophenol (29, 1.79 g, 15 mmol, 1 equiv) and Et3N
(2.7 mL, 19.5 mmol, 1.3 equiv) in dry THF (60 mL) was treated drop-
wise with methoxyethoxymethyl chloride (2.7 mL, 24.0 mmol,
1.6 equiv) under Ar. The mixture was allowed to warm to RT and
then heated at reflux overnight. The mixture was poured into
EtOAc, washed with H2O and brine, and dried (Na2SO4). Evapora-
tion of solvent gave 32 (2.74 g, 88 %) as a white solid: 1H NMR
(CDCl3, 500 MHz): d= 7.39–7.34 (m, 2 H), 7.30–7.27 (m, 2 H), 5.28 (s,
2 H), 3.83–3.81 (m, 2 H), 3.56–3.54 (m, 2 H), 3.37 ppm (s, 3 H);
13C NMR (CDCl3, 125.1 MHz): d= 157.4, 130.3, 126.6, 121.2, 119.7,
118.6, 113.3, 93.5, 71.5, 68.0, 59.0 ppm.

3-(5-Butyl-1,2,4-oxadiazol-3-yl)phenyl cyclohexylcarbamate
(11 d): Purification by flash chromatography (EtOAc/PE) and crystal-
lization (EtOAc/hexane) gave 11 d (167 mg, 49 %) as a white crystal-
line solid: mp 96.8–97.7 8C; 1H NMR (CDCl3, 500.1 MHz): d= 7.75 (d,
J = 7.7 Hz, 1 H), 7.85–7.84 (m, 1 H), 7.45 (t, J = 7.9 Hz, 1 H), 7.28 (d,
J = 8.2 Hz, 1 H), 4.93 (d, J = 6.9 Hz, 1 H), 3.60–3.55 (m, 1 H), 2.94 (t,
J = 7.6 Hz, 1 H), 2.02 (br d, J = 9.7 Hz, 2 H), 1.88–1.82 (m, 2 H), 1.76–
1.74 (m, 2 H), 1.65–1.62 (m, 1 H), 1.49–1.34 (m, 5 H), 1.27–1.16 (m,
3 H), 0.97 ppm (t, J = 7.4 Hz, 3 H); 13C NMR (CDCl3, 125.1 MHz): d=
180.1, 167.7, 153.3, 151.4, 129.7, 128.2, 124.4, 124.0, 120.8, 50.2,
33.2, 28.6, 26.3, 25.4, 24.7, 22.1, 13.5 ppm; Anal. calcd for
C19H25N3O3 : C 66.45, H 7.34, N 12.24, found: C 66.39, H 7.41, N
12.39.

Dimethyl 4-hydroxyphtalate (42):[94] 3-Hydroxyphtalic acid (41,
360 mg, 2.0 mmol, 1 equiv) was dissolved in CH3OH (20 mL), and
concd H2SO4 (11 mL, 0.2 mmol, 0.1 equiv) was added to the mixture.
The mixture was refluxed for 24 h, cooled to RT, poured into satu-
rated NaHCO3 (30 mL), and most of the CH3OH was evaporated.
The mixture was extracted with EtOAc and the combined organic
phases were dried (Na2SO4), filtered and evaporated giving 42
(400 mg, 95 %) as a white solid: mp 110–111 8C; 1H NMR (CDCl3,
500.1 MHz): d= 7.74 (d, 1 H, J = 8.6 Hz), 7.24 (br s, 1 H), 7.01 (d, 1 H,
J = 2.6 Hz), 6.92 (dd, 1 H, J = 8.4, 2.6 Hz) 3.90 (s, 3 H) 3.86 ppm (s,
3 H); 13C NMR (CDCl3, 125.1 MHz): d= 169.6, 167.2, 159.4, 135.6,
131.9, 121.5, 117.3, 115.3, 53.0, 52.5 ppm.

In vitro assays

Animals and preparation of rat brain homogenate for FAAH assay :
Eight-week old male Wistar rats were used in these studies. All
animal experiments were approved by the local ethics committee.
The animals were housed with a standard 12 h lights on/off cycle
(lights on at 07:00) with water and food available ad libitum.

The rats were decapitated, whole brains minus cerebellum were
dissected and homogenized in one volume (v/w) of ice-cold 0.1 m

potassium phosphate buffer (pH 7.4) with a Potter–Elvehjem ho-
mogenizer (Heidolph, Schwabach, Germany). The homogenate was
centrifuged at 10 000 g for 20 min at 4 8C and the resulting super-
natant was used as a source of FAAH. The protein concentration of
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the supernatant (7.2 mg mL�1) was determined by the method of
Bradford with bovine serum albumin (BSA) as a standard.[95] Ali-
quots of the supernatant were stored at �80 8C until use.

Animals and preparation of rat cerebellar membranes for MGL assay :
Four-week old male Wistar rats were used in these studies. All
animal experiments were approved by the local ethics committee.
The animals were housed with a standard 12 h lights on/off cycle
(lights on at 07:00), with water and food available ad libitum. The
rats were decapitated 8 h after lights on (1500 h) and the whole
brains were removed, dipped in isopentane on dry ice and stored
at �80 8C. Membranes were prepared as previously described.[96]

Briefly, cerebella (minus brain stem) from eight animals were
weighed and homogenized in nine volumes of ice-cold sucrose
(0.32 m) with a glass Teflon homogenizer. The crude homogenate
was centrifuged at low speed (1000 g for 10 min at 4 8C) and the
pellet was discharged. The supernatant was centrifuged at high
speed (100 000 g for 10 min at 4 8C). The pellet was resuspended in
ice-cold deionized water and washed twice, repeating the high-
speed centrifugation. Finally, membranes were resuspended in
50 mm Tris-HCl, pH 7.4 with 1 mm EDTA and aliquoted for storage
at �80 8C. The protein concentration of the final preparation, mea-
sured by the Bradford method,[95] was 11 mg mL�1.

In vitro assay for FAAH activity : The assay for FAAH has been de-
scribed previously.[51] The endpoint enzymatic assay was developed
to quantify FAAH activity with tritium-labeled anandamide (AEA;
[3H]ethanolamine). The assay buffer was 50 mm Tris-HCl (pH 7.4);
1 mm EDTA and test compounds were dissolved in DMSO (the final
DMSO concentration was not more than 5 % v/v). The incubations
were performed in the presence of 0.5 % (w/v) BSA (essentially
fatty acid free). Test compounds were preincubated with rat brain
homogenate protein (18 mg) for 10 min at 37 8C and incubations
started by adding AEA (2 mm, containing 50 � 10�3 mm of 40–
60 Ci mmol�1 [3H]AEA). The hydrolysis of [3H]AEA to
[3H]ethanolamine was measured for radioactivity by liquid scintilla-
tion counting (Wallac 1450 MicroBeta; Wallac Oy, Finland).

In vitro assay for MGL activity : The assay for MGL has been de-
scribed previously.[31] The endpoint enzymatic assay was developed
to quantify MGL activity against 2-arachidonoylglycerol (2-AG) hy-
drolysis. The assay buffer was 50 mm Tris-HCl, pH 7.4; 1 mm EDTA
and test compounds were dissolved in DMSO (the final DMSO con-
centration was not more than 5 % v/v). The incubations were per-
formed in the presence of 0.5 % (w/v) BSA (essentially fatty acid
free). hrMGL was preincubated with test compounds for 10 min at
37 8C, and incubations started by an addition of 2-AG (50 mm). The
formation of arachidonic acid and depletion of 2-AG (and 1-AG)
was measured by HPLC, as previously described.[29]

Data analyses : The results from the enzyme inhibition experiments
are presented as the mean �95 % confidence intervals of at least
three independent experiments performed in duplicate. Data anal-
yses for the concentration–response curves were calculated as
nonlinear regressions using GraphPad Prism 4.0 for Windows.

Computational protocol

Structure construction : All compound structures were constructed
using SYBYL 8.0[97] and optimized employing the Merck molecular
force field (MMFF94s)[98] with BFGS minimizer to an energy gradi-
ent of 0.001 kcal (mol*�)�1. Atom types, automatically assigned by
SYBYL, were inspected and fixed with an in-house script. The X-ray
crystal structure of murine FAAH complexed with methyl arachi-
donyl fluorophosphonate (MAFP) (PDB: 1MT5)[36] was used as the

protein structure for docking calculations. Monomeric enzyme
(chain A) was extracted from the crystal data, the missing side
chain atoms (none at the active site) were added with the SYBYL
Biopolymer module using suitable conformations with minimal
structural violations from the Lovell rotamer library.[99] The side
chain amide groups of Gln 48, Gln 60, Gln 124, Asn 159, Gln 189,
Gln 519 and Gln 570 were flipped to maximize internal hydrogen
bonding, the MAFP atoms were removed, hydrogen atoms were
added, and side chain atoms were optimized in Amber FF99[100] as
implemented in SYBYL (steepest descent, 300 iterations). The ori-
entation of the hydrogen atoms of amino acids in the catalytic
region were inspected to ensure that a hydrogen bond was
formed between the hydroxy groups of Ser 217 and Ser 241 and
between the side chains of Ser 217 and Lys 142. All the computa-
tions and visualization of the results were done using a Linux PC
cluster and a Mac Pro workstation. VMD versions 1.8.6 and
1.8.7beta were used to render the figures.[101]

Ligand alignment by molecular docking : In order to use protein-
based ligand alignment for the 3D-QSAR modeling, molecular
docking with Surflex-Dock� 2.1[70] was used. Surflex-Dock� uses
protomol—a representation of the active site with steric and hy-
drogen bonding probes—to direct the initial placements of the li-
gands during the posing phase of the docking process. In the cur-
rent study, protomol was generated using a ligand-based mode of
construction with default settings. Compound 87 was placed into
the FAAH active site so that the carbonyl oxygen was interacting
with the backbone atoms of the FAAH oxyanion hole, the N-hexyl
moiety was pointing towards the acyl chain binding (ACB) channel,
and the O-phenyl ring was pointing towards the cytoplasmic
access (CA) channel.

In our initial experiments, we tested several sets of protomols and
docking settings. However, there was a lot of variation in the
placement of the structurally similar ligands, and even with man-
ually selecting the poses, we were unable to build predictive QSAR
models (data not shown). In order to create a fast, consistent and
automated docking scheme for 3D-QSAR purposes, we resorted to
a new feature introduced in Surflex-Dock� 2.1: fragment-guided
docking.[70] We used a NC(=O) fragment taken from the top-ranked
docked conformation (with no fragment guiding) of the potent
carbamate 1 a (see Supporting Information, figure S1).[49] Further-
more, to emphasize the importance of interactions between the
oxyanion hole, the catalytic residues and the carbamate functional-
ity in the putative initial binding conformation, we applied a penal-
ty value for conformations deviating from the predefined fragment
(“-cpen” option in Surflex-Dock� 2.1). Values up to the maximum
value of 100 pKd ��2 were tested when determining the alignment
to be used for the subsequent 3D-QSAR models.

For the actual docking processes, we used settings aimed at thor-
ough sampling. Prior to docking, Surflex-Dock� was allowed to
pre-minimize the ligands with the implemented BFGS method em-
ploying DREIDING force field.[102] To enhance the sampling during
the ligand posing in docking, the number of additional conforma-
tions per molecule, and the maximum number of conformations
per fragment were set to 140 and 200, respectively. Surflex-Dock�
was allowed to treat ring systems flexibly. Additionally, ligands
were relaxed in the active site after the docking using the DREID-
ING force field method. The 20 best-ranked conformations for each
ligand were retained, but after visual inspection the best-ranked
conformation was selected if not mentioned otherwise.

Atomic point charges : The ESP-fitted (Merz–Singh–Kollman scheme)
ab initio charges were calculated with Gaussian 03 using Hartree–
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Fock level of theory and 6–311G** basis set.[103, 104] The semiempiri-
cal ESP-fitted MNDO charges were calculated with MOPAC 6.0.[105]

The Gasteiger–H�ckel topological charges were computed as im-
plemented in SYBYL.

Molecular orbitals and reactivity : Starting from the docked confor-
mations (the best-ranking conformations at penalty value of
1 pKd ��2, post-docking minimization enabled), the compounds
were optimized in Hartree–Fock/6–311G** level of theory with
Gaussian 03.[104] HOMO (EHOMO) and LUMO (ELUMO) energies were de-
rived from these quantum chemical calculations. Additionally, the
chemical hardness of the compound was evaluated. Originally, the
chemical hardness (h) was formulated from the Pearson acid–base
concept,[106, 107] and is defined as:

where E is the total energy of the system and N is the number of
electrons in the system. By using Koopmans’ theorem in the Har-
tree–Fock scheme,[108] we calculated an approximation of the
chemical hardness[65] by:

The degree of correlation between the orbital energies, chemical
hardness, and FAAH pIC50 inhibition values was determined by
linear regression (calculated with SPSS 16.0 for Mac).

Data sets : A total of 99 carbamate derivatives (33 reported here, 66
previously described[41, 49, 50]), with in-house measured FAAH IC50 in-
hibition data, were used to derive the 3D-QSAR models (Table 1
and Table 2). To gain further confidence in the resulting models,
we chose to divide the compounds into a training set for the
actual model building, and into a test set for external prediction
validation. Training and test sets should be balanced between rep-
resentativeness and diversity with similar response distributions
(inhibition data).[63] In this study, we applied k-dissimilarity (Opti-
Sim) selection to derive the sets.[109, 110] OptiSim uses Tanimoto coef-
ficients, based on UNITY two-dimensional fingerprints, to measure
the dissimilarity of the compounds. Here, we used a subsample
size (k) value of 4 to select 25 compounds for the test set, leaving
74 compounds for the model building. The representativeness and
diversity of the data sets were visualized in MOE default two-di-
mensional molecular descriptor chemical space with principal com-
ponent analysis (with descriptor values autoscaled to unit var-
iance).[111]

CoMSIA : Initially, the CoMSIA method[52, 112, 113] was used to generate
3D-QSAR models for the different ligand alignments resulting from
the Surflex-Dock� docking runs with variable penalty values (see
above), and to select the optimal penalty value and the alignment
for further models. The SYBYL default settings were applied for cal-
culation of the CoMSIA steric, electrostatic, hydrophobic, hydro-
gen-bond acceptor, and hydrogen-bond donor similarity indices. A
column filtering value of 0.001 kcal mol�1 was applied in the cross-
validation calculations unless mentioned otherwise. Measured
enzyme inhibition concentrations (transformed to �log [IC50]) were
used as dependent variables. Leave-one-out (LOO) and leave-half-
out (LHO) cross-validation schemes were used to determine the
number of components for the PLS models. For LHO, the proce-
dure was repeated 20 times and the average statistical values were
calculated.

Additionally, in order to enhance the models and their CoMSIA
fields, and also to tighten the grid spacing, a technique called
region focusing[75] was applied. Apart from using StDev*Coefficient
as the weighing value, default SYBYL settings were applied.
Weight exponential factor was set to 0.3, 0.5 and 0.8. The default
value of CoMSIA grid spacing is 2.0 �, so we used finer grid spac-
ing values of 1.0 and 0.5 � in the focusing.

To estimate the stability of the models with respect to random
noise in the data (i.e. , sensitivity to chance correlations), the
models were subjected to the progressive scrambling procedure
available in SYBYL.[76] Twenty independent scrambling runs using
the SAMPLS[69] algorithm, with 100 scramblings in each, were calcu-
lated and the statistical parameters were determined at the critical
threshold level of perturbation (s = 0.85). The progressive scram-
bling results were used to aid the determination of the number of
components in the final CoMSIA models, and furthermore to select
only the stable models for test set validation. The default contour
levels were used when visualizing the CoMSIA (StDev*Coefficient)
fields.

GRID/GOLPE : With the aim of gaining access to a more diverse set
of QSAR variables, and also more powerful variable selection tools,
GRID/GOLPE 3D-QSAR method was also applied. The test and train-
ing sets, and the compound alignments were those used to derive
the CoMSIA models. GRID[84, 114] software was used to calculate the
interaction energies between the aligned compounds and the se-
lected probes. The carbon (C3) probe was chosen to resemble the
hydrophobic and steric contacts, whereas the sp2 carbonyl oxygen
(O) and neutral flat amide nitrogen (N1) probes were chosen to ac-
count for the hydrogen-bond donor and acceptor capabilities of
the compounds, respectively. GRID was allowed to determine the
grid dimensions automatically with a grid spacing of 0.5 �. The de-
fault partial charge calculation method was used.

The interaction energies at each lattice point were subsequently
used as independent variables with pIC50 values as dependent vari-
ables to create the 3D-QSAR PLS models with GOLPE[85] (ver-
sion 4.6). It is well known that the initial number of X-variables
must be processed to decrease the noise and interaction points
unimportant for the activity prediction. Firstly, the advanced pre-
treatment module of GOLPE was used to replace (highly repulsive)
positive variable values with the cutoff value of + 4.0 kcal mol�1.
This removes the artificial variance arising from the grid points
close to the van der Waals surface of the compounds. Negative
values larger than �0.01 kcal mol�1 and positive values smaller
than + 0.1 kcal mol�1 were zeroed to diminish the amount noise in
the data. Variables with low standard deviation and thus with small
variance were set inactive with a cutoff value of 0.1. Finally, all
two-level and three-level variables were removed. These are varia-
bles with only a few values within the data set, and using them
might lead to misleading results.

Following the pretreatment, PLS models were created to ensure
the model quality was high enough (in terms of internal predictivi-
ty) for the subsequent variable selection. Neighboring variables
with similar chemical and statistical information were grouped
with smart region definition (SRD) algorithm of GOLPE. Groups
were generated using a maximum number of components of five,
with critical distance of 2.0 � along with setting the collapsing dis-
tance to the maximal value. Next, the groups were used in the
fractional factorial design (FFD) scheme to evaluate the effect of
each group in the predictivity of the model, and thus include only
the most relevant variables into the resulting PLS models. A maxi-
mum of five components and five random groups of inhibitors in
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25 validation runs were used in the FFD selection. The FFD proce-
dure was repeated until the external predictivity of the resulting
models was not improved.

Test set correlation validation : The resulting CoMSIA and GRID/
GOLPE models were used to predict pIC50 of FAAH inhibition of the
test set compounds. Predicted versus experimental pIC50 plots
were used to determine: the correlation coefficient of the best-fit
line (R2), the correlation coefficient of the zero-intercept line (R0

2),
and the slope of the zero-intercept line (k). Also, the reverse rela-
tionship experimental versus predicted pIC50 plots were created of
which the corresponding values, R’2, R’0

2 and k’, were calculated.
The models were then evaluated according to the criteria suggest-
ed by Golbraikh and Tropsha.[73]
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