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Modeling of Fried Potato Chips
Color Classification using Image
Analysis and Artificial Neural Network
T. MARIQUE, A. KHAROUBI, P. BAUFFE, AND C. DUCATTILLON

ABSTRACT: Quality of potatoes in chips industry is estimated from the intensity of darkening during frying. This
is measured by a human jury, subject to numerous factors of variation. Gray level intensities were obtained for
the apex, the center, and the basal parts of each chip using image analysis of frying assays. We then tested a feed-
forward artificial neural network designed to associate these data with color categories. It behaved in good
agreement with human estimations, obtaining correlation coefficients of 0.972 for training data and of 0.899 for
validation data. A systematic study of the response of the model allowed understanding the criteria of evaluation
used by the human operators.
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Introduction

In the potato chips industry, each batch
of tubers must be tested for quality before

processing, and visual aspect is, of course, of
great importance. During frying, chips de-
velop a dark coloration because of Maillard
reaction (Cheftel and Cheftel 1980). The
main protagonist molecules are known to be
reducing sugars and proteins (Füller and
Hughes 1984; Brown and others 1990; Rich-
ardson and others 1990; Gravoueille 1993).
However, other components in potatoes, such
as ascorbic acid and orthophenols, and exter-
nal factors, such as respiration and storage
temperature, may also play a role (Rodrigu-
ez-Saona and others 1997; Copp and others
2000; Blenkinsop and others 2002). To esti-
mate this darkening, one performs a simple
frying assay on 20 chips issued from the cen-
tral part of 20 different potatoes. Each stick is
then assigned a category by visual examina-
tion under standard white light. The jury
builds its evaluation, with the help of a stan-
dard reference card, from both overall dark-
ening of the stick and from contrast between
the extremities (apex and base) and the cen-
ter of the stick.

Of course, some problems are associated
with this procedure. In particular, estima-
tions may vary with the jury. Even for a given
jury, sample variability can influence results

because narrow distributions tend to be
spread over the scale. We therefore tried to
develop a model for reproducible estima-
tion of chips color category.

Artificial Neural Networks (ANNs) attain
very good performance when used to predict
values for complex nonlinear systems
(Wilkinson and Yuksel 1997; Mittal and
Zhang 2000). They have been shown to per-
form better than classical regression models
in numerous cases of all kinds, in particular
for pattern recognition and classification (Bri-
andet and others 1996; Amendolia and oth-
ers 1998; Chtioui and others 1999; Fernan-
dez-Caceres and others 2001; Polásková and
others 2002; Tomida and others 2002). More-
over, they are endowed with broad capacities
of generalization so that they can give useful
information for cases that were not part of
their training set (Schalkoff 1997; Wilkinson
and Yuksel 1997; Marique and Wérenne 2001;
Yang and others 2002). ANNs could help
solve our specific problem; therefore we test-
ed whether an ANN can provide successful
prediction of darkening index for fried pota-
toes. We used image analysis to extract gray-
level intensities from our image data bank
gathered from routine frying assays. These
were fed to the ANN, and the output values
were compared with the corresponding color
categories estimated by human evaluators.

Materials and Methods

Sample origin, preparation, and
cooking

We used 12 different mealy potato culti-

vars from our assay fields: Annabelle, Bintje,
Cantate, Charmante, Cyclone, Daisy, Farmer,
Innovator, Lady Olympia, Liseta, Markies, Vic-
toria. For each potato batch, 20 freshly har-
vested, calibrated tubers with a minimum
diameter of 50 mm were selected at ran-
dom. A potato kitchen cutter was used to
divide the tuber into square sticks with edg-
es 1 cm long; the central chips were isolated
and gathered together. The epidermis at
both ends was eliminated with a knife; the
chips were rinsed in cold tap water and
dried with blotting paper.

Frying was performed immediately for 3
min at 180 °C. We used a 17 kW deep fryer
Frymaster H17BLSC (Enodis, Shreveport,
La., U.S.A.) with 25 L peanut oil. Fried chips
were then collected, examined under stan-
dard white light (daylight fluo tube 6500 °K,
20 W ), and noted by comparison with the
standard color card (Belgapom, Brussels,
Belgium). All readings were performed by
the same person, who assigned every chip to
a color category, ranging from 0 (very pale)
to 4 (very dark). The jury was instructed to
proceed for each chip following a 2-step pro-
cedure. First, the chip was assigned to a giv-
en category on the basis of its apparent glo-
bal gray level only. Next, if the chip
possessed clearly contrasted dark ends (that
is, more then 1 cm long), it was moved into
the color category immediately superior to
category it was assigned originally. These
ratings, which are based on chips pictures
from the reference card, are really much
more complex due to expertise added by
the jury. Training of the models will thus
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have to be performed using data from the
jury rather than from the reference card.

Image analysis
A digital camera (Kodak DC3200) was

used to take an image of every assay, in
jpeg format. Each image included a refer-
ence scale for gray levels.

Images were analyzed using the Image-
Pro Plus 4.5 software from MediaCybernet-
ics (Carlsbad, Calif., U.S.A.). They were con-
verted from color to 8-bit gray images, and
contrast was optimized so that the reference
scale stretched from 0 (black) to 255 (white).
There were 20 chips on every image, which
were then scanned and mean gray levels on
about half their width were measured, all
along their length.

Raw data processing and neural
network modeling or multiple
linear regression (MLR)

The values issued from image analysis
were transferred, together with the corre-
sponding color categories assigned by the
jury, to Microsoft Excel software (Redmond,
Wash., U.S.A.). Three mean values from 26
pixels each were computed per chip, corre-
sponding to the apex, center, and base of the
sticks, respectively. This data was then di-
vided at random between 2 sets; the larger
set (2/3 of the data) was used for training.
The remaining set was used for validation of
either a MLR or the ANN.

MLR was performed using the MATLAB
6.1 software (The MathWorks, Inc., Natick,
Mass., U.S.A.). We built a 2-layer feed-for-
ward ANN (Figure 1) using the MATLAB 6.1
software.

Three inputs correspond to the mean
gray values from the 3 regions of a given
chip. The output layer consists of a single
linear neuron with bias that gives the esti-
mated value of the color category (from 0 to
4). The hidden layer consists of neurons,
with sigmoid transfer functions, and bias.
The number of hidden neurons used for
ANN construction affects the network per-
formance; too few lead to weak prediction
performance and too many result in over-
training and bad generalization capacities.
In this case, best correlations for validation
data were obtained using 4 hidden neu-
rons.

The ANN was trained using different al-
gorithms. Gradient-descent showed slow
learning and poor correlations. We finally
retained Lenvenberg-Marquardt algorithm
(“trainlm” function with standard built-in
parameter values), because it gave fast con-
vergence, as is usually the case for small
networks (Schalkoff 1997).

Results and Discussion

Image analysis
Figure 2 shows the way the jury assigns a

particular color value to any chip. The dif-
ferent color categories are distributed
throughout the gray values scale, succeed-
ing one another with partial overlapping.
This comes from the fact that when a partic-
ular chip stands exactly between 2 catego-
ries, the jury will select a category random-

ly, and so either undervalue or overvalue it,
hence the overlapping.

Chips are assigned to category 0 if they
appear both very pale (gray levels over 150)
and rather paler at the extremities than in
the center (population laying at the right
side of the diagonal, Figure 2). A chip will be
assigned to category 1 either if it appears
clearer in the center but possesses contrast-
ed dark ends or if it appears clearly darker
in the center, with pale ends. Category 1 is
thus clearly split into 2 subpopulations (el-
lipsoids in Figure 2), flanking both sides of
category 0. Categories 2, 3, and 4 then pro-
gressively regroup darker chips, generally
clearly pale in the center with more or less
contrasted dark ends. Thus, it is only for the
color categories 0 and 1 that the jury will
overvalue a stick possessing dark contrast-
ed extremities. For color categories 2, 3, and
4, estimation is based mostly on the chip
global (center) appearance, dark contrasted
ends being considered as “normal.”

Compared with this complexity, the refer-
ence card appears to be a very crude instru-
ment. It only presents a few samples of chips
(2 per color category) that are supposed to
provide the jury with a broad guideline for
general darkening level appreciation. In
particular, all the chips pictures are of a ho-
mogenous color, whereas “real” experimen-
tal samples show all kinds of visual aspects,
for example, brown apex, brown base and
apex, and so on. As the reference card does
not account for such variability, we obvious-

Figure 2—Mean gray values for the center and the apex of the chips. The color
code indicates the class of color. Yellow, 0; green, 1; magenta, 2; blue, 3;
black, 4. The ellipsoids contain the 2 subpopulations of class 1: in dark green,
globally darker sticks with pale ends; in light green, clearer sticks with con-
trasted dark ends.

Figure 1—Structure of a 2-layer feed-
forward ANN with 3 inputs, 4 hidden
neurons with bias, and 1 output neu-
ron with bias.
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ly cannot use it to train our models. This is
why we used the ratings from the human
jury instead. We thus lost the advantage of
obtaining objective data values, but gained
the irreplaceable expertise that only a jury
can bring.

Training and validation of MLR or
ANN

The data obtained from image analysis
were used to train and validate a MLR. We
obtained good performance for training
data, with correlation coefficients of 0.939.
For validation data, we obtained a less satis-
factory correlation coefficient of 0.878.

The same data were used to train and val-
idate an ANN. Best correlations were ob-
tained with 4 neurons in the hidden layer.
The ANN shows better performance than
MLR, with a correlation coefficient of 0.972 for
training data and a less satisfactory correla-
tion coefficient of 0.899 for validation data,
possibly as a consequence of inaccuracies in
the target values decided by the human jury.

We used the trained ANN to generate a
complete set of predictions, for the different
possible combinations of gray levels of the
center and of the apex of the chips. This is
illustrated in Figure 3, where computing was
performed using equal gray values for both
the base and the apex of the chips.

We observe that the network displays
complex and continuous behavior for the
low color categories 0, 1, and 3 but operates
a discrete classification between categories
3 and 4 only. This could be a consequence of
both the greatest number of data points for
high color categories and of the more com-
plex behavior of the jury for low color catego-
ries.

A more complete simulation is shown in
Figure 4, illustrating the discrete color cate-
gories (the values predicted from the ANN
have been rounded to the nearest integer)
obtained for all the possible combinations
of gray levels of the 3 regions of the chips.

We observed again a more complex be-
havior for low values color categories. Inter-
mediate categories 2 and 3 also can be seen
to extend between 2 broad, different re-
gions, 1 globally paler with dark ends and
another globally darker with pale ends. Col-
or classification varies most with apex and
center gray values.

In this study, we worked only on gray
level data values obtained from original col-
or images. We still need to investigate
whether we could obtain better perfor-
mances by using color data, at the expense
of a greater network complexity. Indeed, as
different potato varieties possess more or
less yellow flesh, the jury could take this fac-
tor into account.

Figure 3—Response of the ANN: color class categories as a function of all
possible combinations of gray levels of the center and the apex of the chips.

Figure 4—Discrete color categories obtained for all the possible combinations of
gray levels for the 3 regions of the chips. Upper left: general presentation. Oth-
ers: partial views of each color category, from 0 (upper right) to 4 (bottom right).
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Conclusions

THE ANN DEVELOPED HERE SHOWED GOOD

performance, learning from a relatively
small number of data values. The ANN
model behaved better than multiple linear
regression analysis. Predicted categories
appear to reproduce the pattern of the ex-
perimental data issued from the jury, re-
vealing nonlinear mapping, existence of
subregions and partial overlapping of cate-
gories. Moreover, the generalization capac-
ities of the network allowed to simulate
plausible predictions for the whole set of
parameter combinations. The present work
is to be considered as a 1st step toward a
practical ANN model that will be used for
objective, precise, and accurate online pre-
diction of chips quality.
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