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Abstract

The present paper is concerned with the synthewsis maolecular structure investigation of
two new benzoic acid derivatives having trimetHylstails, 4-((trimethylsilyl)methoxy) and
4—(3—(trimethylsilyl)propoxy)benzoic acids. The struasrof the novel compounds have been
confirmed by Xray crystallography, Fourietransform infrared spectroscopy (FTIR) and
nuclear magnetic resonanctH(and **C NMR). The theoretical studies of molecules were
conducted by using the quantum chemical methods) as Density Functional Theory (DFT
B3LYP/6-31+G**), Hartree-Fock (HF/6-31+G**) and semiempirical computations (PM3, PM6
and PM7). The optimized molecular geometries ha@nkfound to be in good agreement with
experimental structures resulted from thaag diffraction. The maximum electronic absorption
bands observed at 27287 nm (U\ALvis spectra) have been assignedrrt* transitions, which
were in reasonable agreement with the time depéndemsity functional theory (TEDFT)
calculations. The computed vibrational frequenbig®FT method were assigned and compared
with the experimental FTIR spectra. The mappedtestatic potentials revealed the reactive
sites, which corroborated the observation of threedisupramolecular structures formed in the
crystals by hydrogewonding. The energies of frontier molecular orkitgfOMO and LUMO),
energy gap, dipole moment and molecular descrigtmrshe new compounds were calculated

and discussed.

Keywords Benzoic acid derivatives; Organosilicon compoyn@omputational chemistry;

Vibrational spectra; Electronic absorption speddt@MVO-LUMO.



1. Introduction

Benzoic acid derivatives are versatile compoundsduss chemicals, pharmaceuticals,
agrochemicals and consumer products [1]. Benzadit iabibits bacterial development and its
substituted compounds are very important for theeligment of new materials in food and
pharmaceutical industries [2]. In the last yearsnsiderable efforts have been devoted to
theoretically and experimentally study of the beaaxid derivatives [214]. Thus, a number of
these compounds were investigateehydroxybenzoicm-anisic, vanillic, and syringic acids [1];
4-butyl benzoic acid [2]; methyland methoxybenzoic acids [3f+-trifluoromethylbenzoic acid
[4]; 4-(2,5-di—2-thienyl-1H-pyrrol-1-yl)benzoic acid [5];p—(p—hydroxyphenoxy)benzoic acid
[6]; toluic acid [7]; 2(4-hydroxyphenylazo)benzoic acid [8]:-&mnine-5-bromo-benzoic acid
methyl ester [9]; 4(trimethylammonium)benzoic acid chloride [10]; Z:3ri—fluoro-benzoic
acid dimer [11]; 2[(2-hydroxyphenyl)carbonyloxy]benzoic acid [12]; Cu(lfpomplex with
4{(2)-[(2-hydroxybenzoyl)hydrazono]methyl}benzoic acid [13] nda 4-[[(substituted
phenylimino]methyllbenzoic acids [14]. All of th@&bove mentioned molecules were mainly
modeled by density functional theory (DFT), and #iraulation outcomes were compared with
the available experimental results (e.gra§ crystallography; FTIR, Raman, Uvis and NMR
spectra).
The current work aims to report on the synthestbyay, molecular structure characterization
and theoretical quantum chemical investigationgwaf novel benzoic acid derivatives having
trimethylsilyl (TMS) tails, i.e. 4((trimethylsilyl)methoxy) and
4—(3—(trimethylsilyl)propoxy)benzoic acids as potenfigands for the metal ions. The presence
of TMS groups creates premises for obtaining metahplexes with increased solubility in
non-polar media, such as supercritical carbon dioxs®C(Q), a nontoxic, non-flammable,

eco-friendly and relatively cheap solvent, where then act as homogeneous catalyst for
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different reactions. The number of metal completkes are soluble in this environment is very
limited [15]. In addition, due to the higher hydrophobicity ok ttrimethylsilyl group, these
compounds have a high potential for applicatiomiaactive compounds in enzymatic reactions
[16].

Previously published articles described the expemtal investigations regarding the synthesis
and characterization of benzoic acid derivativesit@ioing organosilicon groups [1¥9].
However, to the best of our knowledge no reportlieen focused, until now, on both theoretical
and experimental investigations of the moleculaucstres of siliconacontaining benzoic
derivatives [20]. Molecular modeling is an extreynekeful tool to complement experimental
techniques providing a potential structural contixt understanding the experimental results

[21]. Note that, some organosilicon compounds have tested as pharmaceuticals [20].

2. Experimental
2.1. Materials

4-Hydroxybenzoic acid (Aldrich), (chloromethyl)trinigtisilane 98% (Aldrich),
(3-chlororpropyl)trimethylsilane 97% (Aldrich), anhyurs K,CO; (Aldrich) NaSO, (Aldrich),
dimethylformamide (Aldrich), chloroform (Aldrich) @ve used as received.
2.2. Methods
Fourier transform infrared (FTR) measurements were carried out using a BruketeXe
70 FT-IR spectrometer. Spectra were recorded in theriiasson mode in the range 4@M00
cm* at room temperature with a resolution of 2 temd accumulation of 32 scans.
The NMR spectra were recorded on a Bruker AvanceX BIRO MHz Spectrometer
equipped with a 5 mm QNP direct detection probe Zngradients. Spectra were recorded in

CDCls, at room temperature. The chemical shifts arerted@asd values (ppm). The assignments



of all the signals in the 1D NMR spectra were dameng 2D NMR experiments like
H,H-COSY, H,GHMQC and H,GHMBC.

UV-vis absorption spectra measurements were carrieth @HCk and DMSO solutions
on a Specord 200 spectrophotometer.

X-Ray crystallographic measurements far and 2 were carried out with an
Oxford-Diffraction XCALIBUR E CCD diffractometer equippealith graphitemonochromated
Mo-Ka radiation. Single crystals were positioned at 46 from the detector and 848, and 208
frames were measured each for 25, and 40 s ovecalf width forl, and2, respectively. The
unit cell determination and data integration weegried out using the CrysAlis package of
Oxford Diffraction [22]. The structures were solvbg direct methods using Olex2 [28hd
refined by fullmatrix leastsquares orfF2 with SHELXL-97 [24]. Atomic displacements for
non-hydrogen atoms were refined using an anisotropidahdAll H atoms were introduced in
idealized positions (dCH = 0.96 A) using the ridimgpdel with their isotropic displacement
parameters fixed at 120% of their riding atom. Thelecular plots were obtained using the
Olex2 program. The crystallographic data and refieet details are quoted in Table 1, while
bond lengths, interatomic angles and dihedral angle summarized in EST4bles B1-B6).

Table 1. Crystallographic data and structure refinemenampaters for the compoundisand?2.

Compound 1 2
Empirical formula C,,H,OSi C;;H,,0Si
Formula weight 224.331 g/mol 252.385 g/mol
Temperature 200.00(14) °K 200.05(10) °K
Crystal system triclinic monoclinic
Space group P-1 P2



Unit cell dimensions

a=6.6120(3) A
b=7.6894 (4) A
c =12.8140(10) A
101.928(6)°
98.644(6)°

100.425(4) °

a=16.508(13) A
b =10.026(2) A
c = 8.8482(15) A
90.00°
95.89(3)°

90.00°

Volume 614.86(6) A 1456.8(12) &

VA 2 4
Calculated density 1.212 g/ém 1.151 g/cri
Absorption coefficienty 0.177 mnit 0.156 mnt
F(000) 240.0 544.0
Crystal size 0.15x 0.1 x 0.1 mm 0.1 x 0.05 x OB

Radiation (wavelength) Mo (L = 0.71073 A) Mokt (L = 0.71073 A)

20 range for data collection 5.54 to 46.5° 4.76 t©a6

-7<h<7,-8<k<8, -12<h<18, -11< k<11,

Index ranges

Reflections collected

Independent reflections

Data/restraints/parameters
Goodness-of-fit (GOF) oR?

Final R indexes [I>=2 (I)]

-14<1<14

5839
1736 [Rn = 0.0334,
Rsigma= 0.0303]

1736/0/140

1.064

R:1=0.0897, wR=0.2172

-9<1<9

4770
2080 [Ry; = 0.0568,
Rsigma= 0.1031]

2080/0/158

1.051

R1=0.0933, wR=0.1862



Final R indexes [all data] R1=0.0931, wR=0.2187 R; =0.1745, wR=0.2275

Largest diff. peak and hole 0.88 and -0.38 & A 0.34and -0.25 e’A

Ri = Z|Fo| — FellZ[Fol;
WR, = {Z[W(Fe* - FEIZIW(FS)T}
GOF = Z[w(Fo> —F)?)/(n—p)} 2, wheren is the number of reflections apds the total

number of parameters refined.

CCDC-1438222 1), CCD(C-1438223 2) contain the supplementary crystallographic
data for this contribution. These data can be obthi free of charge via
www.ccdc.cam.ac.uk/conts/retrieving.html (or frdme ICambridge Crystallographic Data Centre,

12 Union Road, Cambridge CB2 1EZ, UK; fax: (+44232836-033; or deposit@ccdc.ca.ac.uk).

2.3. Synthesis
2.3.1. Synthesis df
In a 100 mL round bottom flask equipped with magnstirring and reflux condenser

protected with CaGl tube, 4hydroxybenzoic (098 g, 7 mmol) and
(trimethylsilyl)chlorometylsilane (0. 86 g, 1 mL, mimol) were disolved together in DMF (15
mL). Anhydrous KCO; (1.45 g, 10.5 mmol) was added to the resultingtsm and the mixture
was stirred under argon athmosphere at°Clér 8 hours. The resulting precipitate was fétkr
off and the filtrate was poured into water (60 nand extracted with chloroform (3 x 15 mL).
The combined organic phases were dried,803) and evaporated under reduced pressure. The
resulted beige solid product was dried in vacuera) diffraction-quality single crystals were

obtained by recrystallization from methanol, wash#ith methanol and diethylether and dried in



air at room temperature. Yield: 1.2 g, 75%. Analdd for G,H;1603Si (M, 224.33): C, 58.89, H,
7.19. Found: C, 58.67, H, 7.23.

IR Vnax (KBr), cm™: 3551w, 3474w, 3416w, 2957w, 2901w, 2882w, 282288s,
1601vs, 1578s, 1506s, 1421m, 1292s, 1250s, 1215%6¥s] 1130vw, 1109w, 1007m, 858vs,
847vs, 775m, 758w, 706w, 636m, 619m, 604w, 546\8W5 505w, 480vw, 451vw, 378vw.

'H NMR (CDCk, 400.13 MHz,5, ppm): 9.87 (s, 1H,COCH), 7.82 (d,J=8.7 Hz, 2H,
Ar—H), 7.05 (d,J=8.7 Hz, 2H, ArH), 3.66 (s, 2H,CH,-), 0.16 (S, 9H;Si-CHa).

%C NMR (CDCE, 100.16 MHz,5, ppm): 190.88 {COOH), 166.72 (AC), 131.91
(Ar—C), 129.63 (A-C), 114.53 (ArC), 61.78 {CH,-), —3.20 (-Si-CHy).

UV-vis (CHCE), Amax (&, L Mtcm?): 272 (21816); UVvis (DMSO), hmax (€, L M lem™):

275 (20823).

2.3.2. Synthesis @f

In a 100 mL round bottom flask equipped with magnstirrer and reflux condenser
protected with CaGl tube, 4hydroxybenzoic (0.83 g, 6 mmol) and
(trimethylsilyl)chloropropylsilane (0. 88 g, 1 mb, mmol) were disolved together in DMF (15
mL). Anhydrous KCO; (1.45 g, 10.5 mmol) was added to the resultingtsm and the mixture
was stirred under argon athmosphere at°Cléor 8 hours. The resulting precipitate was fétbr
off and the filtrate was poured into water (60 nand extracted with chloroform (3 x 15 mL).
The combined organic phases were dried,§03) and evaporated under reduced pressure. The
solid product was dried in vacuo.—pbay diffraction-quality single crystals were obtained by

recrystallization from chloroform/methanol (1:2v): washed with methanol and diethylether



and dried in air at room temperature. Yield: 1.8 %. Anal. Calcd for GH1¢03Si (M, 252.38):
C, 61.87, H, 7.99. Found: C, 61.67, H, 8.13.

IR Vinax (KBr), cm’: 3366m, 3289m, 3155w, 3119w, 3074m, 3040w, 295P@95s,
2878s, 2826s, 2904s, 2735s, 2573w, 2515vw, 24280%02w, 1936vw, 1906w, 1693vs, 1601vs,
1578vs, 1510vs, 1470s, 1427s, 1393s, 1313s, 123@QdHvs, 1184s, 1159vs, 1109s, 1063s,
1047s, 1009s, 895s, 854vs, 835vs, 787s, 758s, 690s, 617s, 606s, 515s, 453w, 436w, 422w,
382w.

'H NMR (CDCk, 400.13 MHz,5, ppm): 9.86 (s, 1H,COCH), 7.82 (d,J=8.7 Hz, 2H,
Ar-H), 6.97 (d,J=8.7 Hz, 2H, ArH), 3.98 (t,J=6.8 Hz,—CH,~CH,~CH,-), 1.84-1.77 (m, 2H,
—CHyp-CHp-CHy-), 0.63-0.58 (M, 2H;-CHy-CHp-CH,-), 0.02 (s, 9H;-Si-CHa).

¥%c NMR (CDCE, 100.16 MHz,5, ppm): 190.85 (COOH), 164.24 (ArC), 132.00
(Ar-C), 129.68 (ArC), 114.72 (ArC), 70.99 {CH,CH,-CH,-), 23.66 {CH,—CH,—CH,-),
12.50 (CH,~CH,-CHy-), —~1.79 (Si-CHy).

UV-vis (CHCE), Amax (e, L Mtcm™?): 285 (28235); UVvis (DMSO), hmax (€, L M lem™):
287 (26176).

3. Results and discussion

A reaction of Williamson type was used to prepave silicon-containing dicarboxylic
acids by treating -ydroxybenzoic acid with (chloromethyl)trimethytsie and
(3-chlororpropyl)trimethylsilane, respectively in lrolar ratio, in DMF, in the presence of
K2COs (Figure 1). This is a {2 reaction between the deprotonated alcohol anality halide
moiety attached to the silicon atom. The alcohgrdenation occuré situ in the presence of
K>CO;. The reaction products were isolated in pure,tatiyse state, in reasonable yields (75 and

86 wt%, respectively).



CHy
\CQOH + C|/(\>s|~c:|-|3

110 °C| DMF
8h| KCOj3
CHs
O
C 0 Sl—CH3
HO NCH,

n=1, (1); n=3, (2)
Figure 1. Scheme of the synthesis route of the titled camgs,
(n=1): 4-((trimethylsilyl)methoxy)benzoic acid;

(n=3): 4-(3—(trimethylsilyl)propoxy)benzoic acid.

The'H NMR and**C NMR spectra of the silicerontaining carboxylic acids are given
in ESI Figures C1-C4). TheH NMR spectrum ofl confirms the proposed structure by the
presence of the four aromatic protons at 7.82 af8 ppm, a singlet for the carboxylic acid
proton at 9.87 ppm, a singlet assigned to ~@H at 3.66 ppm, while the peak corresponding to
—Si-CHjs protons appears at 0.16 ppm. Tfi€ NMR spectrum is also in concordance with the
proposed structure.

In theH NMR spectrum o2, all protons resonated at appropriate positiorsinglet for
carboxylic acid proton at 9.86 ppm, doublets faynaatic protons at 7.82 ppm and 6.97 ppm,
while the aliphatic protons and those of the trimyilyl groups appear in the region 3.98-0.58
ppm and at 0.02 ppm respectively. Their intensatjorcorresponds with the presumed structure.

The**C NMR spectra also confirm their structure (BSgures C2 and C4).
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3.1. Xray crystallography
The molecular structures determined byra§ crystallography are given as ORTEP plots

with the atomnumbering scheme Rigure 2.

Figure 2. Molecular structures of the investigated compauthetermined by Xray structure
analysis (Olex2 view):d) 1 (C11H1603Si), 4-((trimethylsilyl)methoxy)benzoic acid;
(b) 2 (C3H,0,Si), 4-(3-(trimethylsilyl)propoxy)benzoic acid. Thermal ekipids are drawn at

50% probability level.

The singlecrystal X-ray study has revealed that both compounds havecaular crystal
structures resulted from the packing of dimericranmwlecular architectures, by formation of the
stable cyclic hydrogen bonded system, as depictédigure 3. No co-crystallized solvent has

been found in the crystals of compouiddsnd?2.
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Figure 3. Partial packing diagrams for the compoufhida) and2 (b) showing the dimmers
structures formed via hydrogen-bond bridges (O...HI®ermal ellipsoids are drawn at 50%
probability level. H-bonds parametersiof O4-H:-03 [04-H 0.82 A, H-03 1.83 A, 04-03
(3-x,3-y, 1-2) 2.625(6) A, 04-H-03 161.5°]. H-bonds parameters®fO2-H:-06 [02-H

0.82 A, H-06 1.80 A, 02:06 (2 —x, 1 -y, 2 -2) 2.613(6) A, 02-H-06 171.0°].

Apart from the Hbonding, in the crystal df, the system of intermolecular interactions is

completed by the significamt-1t stacking between centrosymmetrically related € aromatic
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rings, which is evidenced by the centrdim-centroid distance of 3.723 A and shift distance of
1.364 A. These interactions are responsible forsigramolecular aggregation of the dimeric

units into the ribbodike architecture running parallel to [110] direxti(ESI,Figure Al).

4. Computational details

The silicon-containing benzoic acid derivativésand2 were modeled by computational
chemistry approach using the density functionabthéDFT), abinitio (Hartree-Fock, HF) and
semiempirical (PM3, PM6 and PM7) methods. To thid,ehe quantum chemical calculations
(DFT, HF and semiempirical) were performed in order study the molecular structure
characteristics and electronic properties of ttledicompounds. The software package Gaussian
09 [25] was employed for DFT and HF calculationstied molecules, using the spiralence
basis set-631+G** with added polarization and diffuse functsomhe density functional method
was implemented at the level of BALYP functionag.(B3LYP/6-31+G**). The computations by
PM3, PM6 and PM7 methods were performed by meanslOPAC semiempirical quantum
chemistry program [281]. The molecular modeling results were analyzeding
graphicalinterface computational chemistry software, suclGasssView 5 [32], Gabedit [33]
and HyperChem [34].

Geometry optimization is an important part of comapional chemistry, and it deals with
searching by energy minimization of the optimizedleoular structures [35]. In this work, the
geometry optimization of moleculdsand2 was performed by minimizing the energies with
respect to all geometrical parameters without immgpsany symmetry constrains. The input
structures for optimization were taken from the -@ilEs obtained from Xray singlecrystal

measurements. Further, the geometry optimization pesformed on single molecules, in vacuo.
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Frequency calculations at the optimized geometiese done to confirm the optimum
conformations (i.e. no imaginary frequencies) amdralyze the vibration modes. The electronic
absorption spectra of the investigated compounds walculated by the time dependent density
functional theory (TBDFT).

4.1. Optimized molecular structures

Since the properties of a molecule depend on itsctstre, an important goal in
computational chemistry is to find the most prokajgtometry of the molecule by optimization.

In this work, the molecular geometries of the inigeged acid4d and2 were optimized at
different theoretical levels using B3LYR®&L+G**, HF/6-31+G** as well as semiempirical
(PM3, PM6 and PM7) methodBigure 4 illustrates as an example, the optimized geometriies
compoundsl and 2 computed by B3LYP/&31+G** method. The ball and stick rendering
models with full atomic numbering have been used tlee spatial representations. The

investigated compounds possessyinmetry (point group).
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Figure 4. Optimized molecular geometries of the investigatempound4 (a) and? (b),
computed at ground stateg) By DFT method (B3LYP/E31+G**); balls and sticks rendering

models with full atomic numbering.

The optimized structure parameters such as bondtHen interatomic angles and
dihedrals of the studied compounds were calculaged@omputational chemistry methods and
compared with the experimental values observed femay crystallography. The full analysis

of the optimized structure parameters and the spomding experimental counterparts is given in
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the electronic supplementary informatidaS| (Tables B1-B6). The representative geometric
parameters are summarizedliable 2.
Table 2. Summary of selected structural parameters: bemgths (A), angles®(deg) and

dihedrals {deg), for the investigated molecutefC;;H;603Si) and2 (C,,H,,0.Si).

Geometry:l Exp.° PM3 PM6 PM7 HF® DFT ¢
1Si-17C 1.884(6) 1.936 1.924 1.898 1.911 1.918
1Si-28C 1.849(8) 1.888 1.865 1.866 1.891 1.892

20-7C 1.358(8) 1.376 1.362 1.350 1.340 1.360
20-17C 1.436(7) 1.412 1.465 1.431 1.419 1.440
17C-1Si-28C 106.3(3) 105.649 103.611 106.251 1@6.78.06.730

7C-20-17C 118.8(4) 116.844 118.130 117.644 121.1039.777

1Si-17C-20 109.0(4) 109.061 112.740 105.145 108.13¥8.179

28C-1Si-17C-20 166.0(5) 178.079 179.632 179.761 9.9/1 -179.954
7C-20-17C-1Si 170.8(4) 162.090 179.488 179.255 .97B -179.934

Geometry2 Exp. PM3 PM6 PM7 HF DFT
1Si-24C 1.821(10) 1.890 1.870 1.870 1.892 1.894
1Si-32C 1.907(7) 1.908 1.892 1.886 1.900 1.905
70-11C 1.362(6) 1.371 1.361 1.348 1.338 1.358
70-12C 1.440(6) 1.425 1.469 1.435 1411 1.434

28C-1Si-32C 106.8(4) 108.426 107.118 107.665 1(8.21108.324

11C-70-12C 117.1(4) 117.410 118917 118.063 120.9329.492

12C-35C-32C 114.5(6) 112.885 110.199 109.833 1B3.91114.186

28C-1Si-32C-35C 171.7(6) -179.584 179.051 -179.8379.342 -179.319

16



11C-70-12C-35C -179.2(5) 178.110 179.968 177.0239.312 179.062

Histograms have been ploted on the basis of complealysis of structure parameters
(Tables B1-B6) and following the approach proposed in Refs.32pthe histograms have been
plotted as shown irFigure 5. Such histograms give the general image concernitgy t
distributions of the bond lengths and interatormglas in the molecule based on experimental
observations and theoretical results. As showRigure 5, some models overestimate whereas
others underestimate in reasonable limits the obdestructural parameters of the studied

molecules.

30

1(a) 16

25 1 14
I Exp.
. PM3

20
10

Frequency (Counts)
Frequency (Counts)

1036 1074 1111 1149 1186 1224 1261 1299 082 101 119 138 15 175 194
o
Interatomic Angle (deg”) Bond Length (A)
40 . .
2(a) . 1 2(b)
35 1 18 4
@ 30 E ® 16
£ I Exp. £,
3
3 . PM3| | 3
o 12
>
g R
= =
o 3
3 15 3 8
o o
2 26
w 10 w
4
) 2
- 0
1026 1065 1104 1143 1181 1220 1259 1298 082 100 118 136 155 173 191
o
Interatomic Angle (deg”) Bond Length (A)

Figure5. Histograms of interatomic angles distributionsgiad bond lengths distributions (b) for

the investigated compoundsand?2.

17



All theoretical models overestimated the shortestdblengths values for-® and GH.
As presented in histogramBiQure 5), the highest frequencies for these bonds weraimil.82-
1.19 A range. For SC, G-O, C=0 and CC both the calculated and measured bond lengths wer
in good agreemenE{gure5andTablesB1, B4/ ESI).

All values of interatomic angles for the studiecho@c acid derivatives are reported in
Tables B2 andB5 (ESI). Figure 5 also shows the histograms of interatomic anglssikdutions
plotted on the basis of experimental data and #imal models. As shown ifiable 2 the bond
angles are reasonable predicted by the quantumistngmodels.

Some structural disparities have been observedrmst of torsion angles (dihedrals). The
information about dihedrals (torsion angles)¥@nd2 is given extensively iif ables B3 andB6
(ESI), respectively. IT able 2 only the selected torsion angles are summarized.

Such differences could be explained by taking sxtoount the conformational constraints
that occur when the molecules are assembled irtatlige structures. However, in order to
identify the overall conformational similitude beten observed molecular structures and the
modeled ones, the overlap plots and the calculatfcwot-mean-squaredeviation RMSD are
commonly used as goodness-fit estimators [3840]. TheRMSDI[40] of the atomic positions is

a similarity measure for the quantitative comparisbone structure with another, and it is given

by:

RMSD(r) = \/%ZN:(rf) - r,E”)2 2)

k=1

WhereN denotes the number of atoms in the moleckls; an index over these atoms;

r,Ei), r,fj)— coordinates of atork in conformationsi andj. The minimal value oRMSD is
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desirable and it is obtained by the optimal supgtmm of the two structures. In this work, the
RMSDvalues have been calculated to compare the olibenedecular structures (from-Xay
crystallography) with their optimized geometriesregi by quantum chemistry models. The

calculated values ®SMDare summarized ifiable 3.

Table 3. Root mean square deviation (RMSD) values to coentiee goodnessffit between

observed and predicted structures of the investigaioleculed and2.

PM3 PM6 PM7 HF DFT
1 (C11H1603Si)
RMSD A 0.2553 0.4304 0.4173 0.4151 0.4212
2 (C;H,,0.Si)
RMSD A 0.2029 1.4959 0.3499 0.2328 0.2302

In addition, the overlap plots are givenkigure 6 and ESI Figures A2-A3), showing
the superposition of the-Xay structures of the compounds and their optimizednterparts.
Generally, the predicted geometries are quite aimmilith the experimental molecular structures

(Figure 6 andFigures A2-A3/ESI).
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Figure 6. Superposition of the Xay structures (blue) of the investigated compotaristheir
optimized counterparts (red) computed by differaesthods: (a)l (HF/6-31+G**); (b) 1 (PM3);

(c) 2 (B3LYP/6-31+G**); (d) 2 (PM8).

The semiempirical method PM3 has yield the lowRSIMD values of 0.2553 A and
0.2029 A Table 3), for the compoundd and2, respectively, showing the best similitude with
the observed structures. This may be attributatiedact that PM3 method has better predicted
the dihedral angles. Likewise, the methods HF, D&idd PM7 were appropriate for the
optimization of molecular structures of the benzawd derivatives, providing the low values of
RMSD i.e. RMSD<0.43 A (Table 3). The semiempirical method PM6 indicated the gstat
values ofRMSD suggesting some conformational discrepancy betweedeled structures and
observed ones. For example, in case of comp@utide RMSDvalue given by PM6 method is
equal to 1.4959 A, which is significantly greatéiam RMSD values provided by the other
methods. This structural disparity in terms of atpositions can be also seenFigure 6 (d).

In summary, the optimized molecular geometries ategp by DFT, HF, PM3 and PM7 methods
were in good agreement with the observed molecslauctures obtained from -Xay
crystallography. In turn, the optimized geometdakulated by PM6 method fairly matched with

the observed structures.

4.2. Molecular orbital analysis and electronic pespes

The molecular orbital (MO) analysis is extensivelyployed to describe the electronic
structure and chemical behavior of the investigatedecule. The theoretical results concerning

the modeled moleculdsand2 are summarized ifables 4 and5, respectively. This information
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refers to the optimized molecular electronic sues of the investigating compounds. Thus,
Tables 4 and5 provide theoretical outcomes regarding the nunolbelouble occupied molecular
orbitals treated by quantum chemistry methods;| teteergy; dipole moment; molecular size;
energies of frontier molecular orbitals; band gaprgy and molecular descriptors.

Table 4. Summary of theoretical results obtained for optedi geometries of the investigated

moleculel (C;1H1603Si) using different QM methods.

DFT HF PM3 PM6 PM7
No. of occ. MO 60 60 41 41 41

E;, (kcal / mol) -592411 -589522 -57765 -57958 -58936
Lp, (Debye) 4.324 4.131 3.968 6.093 4.674
Omaxs (B) 11.967 11.909 11.812 11.598 11.865
S (A2 458.61 454.29 464.16 462.98 456.92
Vi, (A% 735.71 730.11 734.35 734.84 730.44

E Lumo+1 (eV) -0.623 1.697 0.163 0.124 -0.039
E Lumo (eV) -1.396 1.212 -0.324 -0.347 -0.412
E homo (eV) -6.528 -8.851 -9.287 -9.117 -9.310
E Homo-1(eV) -7.332 -9.587 -10.534 -10.172 -10.285
ZE, (eV) 5.132 10.063 8.963 8.770 8.898
AE; , (eV) 6.709 11.284 10.697 10.296 10.246

IP (eV) 6.528 8.851 9.287 9.117 9.310

EA(eV) 1.396 -1.212 0.324 0.347 0.412

X (eV) 3.962 3.820 4.806 4.732 4.861

1 (eV) -3.962 -3.820 -4.806 -4.732 -4.861
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n (eV) 2.566 5.032 4.482 4.385 4.449

«(eV) 3.059 1.450 2.576 2.553 2.656

Table 5. Summary of theoretical results obtained for optedi geometries of the investigated

molecule2 (C ;H,,0.Si) using different QM methods.

DFT HF PM3 PM6 PM7
No. of occ. MO 68 68 47 47 47

E;, (kcal / mol) -641757 -638518 -64663 -64873 -65853
Up, (Debye) 4.098 3.937 3.645 5.674 4.329
Omax, (B) 13.946 13.892 13.869 14.410 13.814
Sw (A2 522.38 515.47 520.50 520.46 511.10
Vi (R 837.37 831.29 833.35 838.23 832.64

E Lumo+1 (eV) -0.647 1.643 0.088 -0.009 -0.088
E Lumo (eV) -1.418 1.311 -0.388 -0.472 -0.459
E howmo (eV) -6.555 -8.878 -9.406 -9.307 -9.384
E homo-1 (eV) -7.358 -9.616 -10.156 -9.984 -10.332
4E, (eV) 5.137 10.189 9.018 8.835 8.925
AE; , (eV) 6.711 11.259 10.244 9.975 10.244
IP (eV) 6.555 8.878 9.406 9.307 9.384
EA (eV) 1.418 -1.311 0.388 0.472 0.459

X (eV) 3.986 3.784 4.897 4.890 4.922

U (eV) -3.986 -3.784 -4.897 -4.890 -4.922
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n (eV) 2.568 5.095 4.509 4.418 4.463

a (eV) 3.094 1.405 2.659 2.706 2.714

According to the theoretical results listed Trables 4 and 5, the total energies of
molecules computed by HF and DFT methods are lovithrabout one order of magnitude than
the total energies calculated by semiempirical wdth(PM3, PM6 and PM7). This can be
explained by the fact that semiempirical methodsaisimpler Hamiltonian along with empirical
data to approximate the Schrédinger equation, Aod treating only the valence electrons. In
turn, the core electrons are considered frozencoimrast, HF and DFT methods treat more
precisely all type of electrons, i.e. core and neéeelectrons. Therefore, the number of double
occupied molecular orbitals taken into account by ahd DFT methods is always greater than
that considered by semiempirical moddisifles 4, 5).

The heats of formation computed by semiempiricalhmgs for the titled compounds
and2 are summarized ifiable B7 (ESI). According to PM3 method, the heats of faiorafor 1
and 2 were equal t6-144.37 kcal/mol and156.14 kcal/mol, respectively. Other semiempirical
techniques (i.e. PM6 and PM7) converged to sinndaults. The theoretical calculations revealed
significant values of the dipole moment for theastigated compound$ ébles 4 and5). For the
moleculel, the dipole moment ranged from 4.131 to 6.093 [Bspwhereas for the molecle
the calculated dipole moment varied in the exte®435.674 Debyes, depending on the
quantum chemistry method applied. Thus, the dipadenent values for compouritiare lower
than for the compound, due to additional content of hydrophobieCH,-) groups. The
calculated polarizability volumes of titled compaisri and2 were found to be equal to 23.28 A

and 26.95 A respectively. The molecular sizing,) is given inTables 4 and5 as the measure of
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the maximum atomic distance in the molecules. Retance, according to DFT method, the
molecular dimensions for the compountisand 2 are equal to 11.967 A and 13.946 A,
respectively. The molecular surface ar§g @nd molecular volumeVf,) have been calculated
by numerical integration grid techniques implemdnite HyperChem program. The calculated
values of these parameters are also report&dlhes 4 and5.

The energy spectra of molecular orbitals (MOs) iougd state (§ were computed for
both molecules by means of quantum chemistry metHéidure 7 shows as an example the
energy spectra of MOs calculated for the compouhdsd 2 at the level of PM3 model. As
shown inFigure 7, each molecular orbital has an orbital indeg%) (@and a corresponding energy

value E — eigenvalue).

@ 40, Virtual MO (b) Virtual MO
——— |5 [
0 o ‘.PLUMO 0 T lIlLumo
AE AE
9 10 e HOMO § ; -10¢ 77 homo §
§ 1 I E; I
S g S
g 20} 5 5 -20f 5
30 -30
40+ e lI]LL -40+ : . o \IILL
Occupied MO Occupied MO

Figure 7. Energy spectra of molecular orbitals (eigenvajediles) computed by PM3 method

for the investigated moleculéga) and2 (b) in their ground state {5
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Here, the blue lines indicate the eigenvalues cofiped molecular orbitals (OMO), and
the red ones denote the energy levels of unoccypigdal) orbitals (UMO). Such spectra give
useful details about the energy values of the nmaatecular orbitals. The information about
highest occupied (HOMO) and lowest unoccupied (LUM@olecular orbitals are important,
since they are mostly responsible for the chemmeattivity and spectroscopic properties of the
molecule [36, 41].

Likewise, the energy difference between frontier lenolar orbitals
(HOMO-LUMO), known as energy gagplf), is a measure of the intramolecular charge teansf
and is frequently used in chemical and biochenactlity studies [42].

The energy values of frontier molecular orbitalO10, LUMO, HOMO-1, LUMO+1)
and the corresponding energy gafig,(4E;) computed by different quantum chemistry methods
are summarized ifables 4 and5. Thus, the semiempirical and HF methods suggesitgul
energy gap &AE) values for the titled compounds, i.e. from 8.81@2 eV. The DFT method
provided smaller energy gap values of about 5.1%a\¢h disparity can be attributed to the fact
that DFT method (B3LYP/B1+G**) uses the exchangeorrelation functional [43] and
therefore it treats in explicit manner the elecitocorrelation effects comparing with HF and
semiempirical methods.

In our case, the large HOMQUMO gaps (> 5 eV) suggest the high excitation giesr
for many excited states, good chemical stabilitd amoderate reactivity for the investigated
compounds. The molecular descriptors such as iborz@otential [P), electron affinity EA),
electronegativity x), chemical potentialy), chemical hardnesgj) and electrophilicity indexd)
can be computed from the eigenvalues of the fromtelecular orbitals. These estimators are

important parameters for quantum chemistry. Not&, tielectronegativity x) is a chemical

26



property describing the tendency of a moleculettiaet electrons (or electron density) towards
itself. By contrast, the electronic chemical poianf) determines the escaping tendency of the
electron density from the molecule. The chemicallhass ) measures the resistance of the
molecule to lose electrons. In turn, the electrlbgity index («) indicates the electrophilic power
of a molecule, its propensity to be saturated widttrons [44].

Thus, by using the energy values of HOMO and LUM@ inolecular descriptors have
been calculated and reportedTiables 4 and5. The relationships employed for the calculation of
the molecular descriptors are given in Ref. [37fl an Table B8 (ESI). According to the
theoretical results, the chemical hardness valuestey than 2 eV and the low chemical potential
values suggested a good stability and resistancégh@fmolecules to lose electrons. The
electronegativity values higher than 3.7 eV indidathe tendency of the molecules to attract the
electron density. However, the electrophilicity émdvalues ranging from 1.4 eV to 3.1 eV,
revealed a moderate electrophilic power.

The plots of the frontier molecular orbitals foetstudied moleculed @nd2) are shown
in Figure 8. In this figure, the spatial distributions of thlecular orbitals were computed at the

level of DFT theory (B3LYP/631+G**).
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(a) HOMO (b) LUMO

40

(c) HOMO-1 (d) LUMO+1

Figure 8. Plots of frontier molecular orbitals for optimietructures of investigated compounds
1 and2 computed at the level of DFT method (B3LYR3&+G**): (a), (b), (c), (d) molecular
orbitals forl; (e), (f), (9), (h) molecular orbitals f@

As one can see frofffigure 8 (a, €), the HOMO is a delocalized-orbital distributed on

the aromatic ring and over the ether and carboxgii@mups. By contrast, the HOMQ levels
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(Figure 8 c, g) are localized on the aromatic ring-§ystem). The virtual orbitals (LUMO and
LUMO+1) are smaller in size than the occupied mal@corbitals. The LUMO lobes are spread
on benzene ring and over the ether and carboxybups Eigure 8 b, f). Hence, LUMO
represents a delocalized—orbital. The levels of LUMO+1 are localized onte taromatic ring
(Figure8d, h).

4.3. Charge distribution and electrostatic potehtia

The charges distribution in a molecule play a k&g, rsince, the partial atomic charges
influence many molecular properties such as thetrelstatic potential, dipole moment, molecular
polarizability, vibrational spectra as well as #&dity-basicity behavior [45,46]. In this work,
the atomic charges for the compounds under inwestig have been computed using different
levels of quantum chemistry theory. The partiah@tocharges values for the moleculleand?2
are explicitly summarized ifiable B9 andTable B10 (ESI), respectivelyFigure 9 (a, ¢) shows
the atomic charges distribution in the moleculeand 2. In this figure, the Mulliken atomic
charges were calculated at the level of B3LY¥BG+G** theory. As one can see, the highest
positive charge is attributed to-&tom followed by Catom from carboxylic group. The
significant negative charges are assigned to oxygeeroatoms as well as to carbon atoms from
silyl group. All hydrogen atoms have slight posgticharges, excepting the hydrogen from
carboxylic group, which has a higher positive clearfhe noruniform distribution of positive
and negative charges on the various atoms in acoelgesults in a molecular dipole moment
that can be depicted as a vector in three dimessibhe direction of the molecular dipole
moment depends on the centers of positive and inegettarges. Therefore, it can be used as a
descriptor to illustrate the charge movement actiessnolecule [45]. For the studied molecules

1 and2, the orientations of the dipole moments are ithistd as vectors iRigure 9 (a, ¢). The
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origin of each vector is located near the oxygematrom ether group and the vector is oriented

toward the silyl group. Thus, the dipole momentsiat¢he directions of these vectors quantities,

suggesting the polar properties of the investigatedpoundd and?2.

+1.190

Charge

-1.190

Charge
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Figure 9. Atomic charges distributions along with dipolements orientations and electrostatic
potential surfaces for the investigated compoundsd2; computations performed at the level of
DFT theory (B3LYP 631+G**): (a) atomic charge distribution far (b) electrostatic potential
map forl; (c) atomic charge distribution f@ (d) electrostatic potential map f2r

The molecular electrostatic potential map represantiseful three dimensional diagram
to visualize the charge related properties of aegwde. Such maps have been applied extensively
to predict the reactive sites for electophilic amacleophilic attack, as well as to study the
biological recognition and hydrogen bonding intéiats [46]. On the basis of partial atomic
charges, thelectrostatic potential surfagg&SP) surrounding each molecule has been mapped by
using the gridpoints technique implemented in GaussView 5 progféagure 9 (b, d) illustrates
the threedimensional (3D) mapped isosurfaces of the elettticspotentials (computed by DFT
method) for the molecules and2. The red colors denote negative ESP regions feitbyy
green and blue colors indicating neutral and pesitESP domains, respectively. For both
moleculesl and2, the oxygen atom from carbonyl group had the hsgimegative ESP region
followed by the oxygen atom from hydroxyl group.eBle negative ESP areas indicated the sites
for electrophilic attack. The most positive ESPisagsite of nucleophilic attack) was localized
over hydrogen atom from carboxylic grougidure 9 b, d). These theoretical results are in good
agreement with the experimental data frorray crystallography. Thus, the sites of electraphil
and nucleophilic attack identified by ESP compuwotatcorroborate the formation in the crystals

of the dimer supramolecular structures by hydregending.

4.4. Electronic absorption spectra

The electronic absorption spectrum of a molecusllte from the transitions between

electronic states of different quantum numbers ¢eduby electromagnetic radiation with
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ultraviolet or visible (UWVis) light [47]. The theoretical absorption specaee important to
reveal the electronic transitions, excitation erergand oscillator strengths [48]. Such spectra
provide useful information about intrinsic electiorstructure of a molecule. Nowadays, the
time-dependent density functional theory ADFT) has become a modern method to determine
the electronic excited states for the medigimed molecular systems (up to 100 atoms) [49].

In this work, TD-DFT approach has been employed to predict therelgctabsorption
spectra for the investigated compouddmd2. To this end, the gaphase optimized geometries
(computed at groundtate DFT/ B3LYP/631+G** level) have been applied for FDFT
single-point energy calculations. The FDFT computations were performed by means of
Gaussian 09 program, taking into account the 1G#bwspirallowed singletsinglet electronic
transitions. The theoretical absorption spectrarioleculesl and2 were simulated in gaphase
as well as in implicit solvents (i.e. DMSO and CECIThe implicit solvent calculations were
carried out using thpolarizable continuum modéPCM) with the integral equation formalism
(IEFPCM). The theoretical results were comparedhwihe observed UWis spectra
experimentally determined for the compourddsnd?2 in diluted solutions of DMSO and CHLI
solvents.

The experimental and calculated electronic absamppectra of the titled compounds are

shown inFigure 10 (for DMSO solvent) and ifigure A4/ESI (for CHC} solvent).
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Figure 10. UV-Vis spectra of the investigated compounds in DM8®esnt; @) Experimental
UV-Vis spectra for the compoundsnd2; (b) Theoretical electronic absorption spectrum
(TD-DFT) for the compound; (c) Theoretical electronic absorption spectrum {DIBT) for

the compouna@.

Table 6 summarizes the values of maximum absorption wagéhsn}, nm), excitation
energies (E,eV) and oscillator strength)saé well as the main assignments. According taltia
reported inTable 6, the compound showed a maximum absorption peak (experimentaleyalu
at 287 nm (in DMSQO) and 285 nm (in CHEIThe theoretical results (FDFT) for the
moleculel predicted a maximum absorption at lower wavelengtngal to 266 nm (in DMSO)
and 265 nm (in CHG). Thus, the predicted wavelengths were béidfted (hypsochromic
effect) with 2621 nm compared with experimental values. For théeoute 2, the observed
spectral band position in absorption was pinpoiraéd®75 nm (in DMSO) and 272 nm (in

CHCI3). For this case (moleculg), the TD-DFT simulations also led to shorter theoretical

33



wavelengths for maximum absorptions, which wereaktu266 nm (in DMSO) and 264 nm (in
CHCIg). If compared with experimental observations, tesults of TBDFT suggested a less

intense hypsochromic effect (bkghift) of 8-9 nm for the compounz

Table 6. Summary of data related to the observed and ¢fieal electronic absorption spectra
for the investigated compounds and 2 (absorption wavelengthy (nm); excitation energy,

E (eV) and oscillator strength,

Compound / Method A (nm) E(eV) f Assignments (Contributions)
1/ TD-DFT (Gas phase) 256 4.8394 0.4694 HORXQ.UMO (94%));
HOMO-1->LUMO+1 (4%)
1/ TD-DFT (DMSO) 266 4.6586 0.5761 HOM® LUMO (96%);
HOMO-1->LUMO+1 (3%)
1/ Experimental (DMSO) 287 4.3200 - n->n*
1/ TD-DFT (CHCE) 265 46811 0.5792 HOM© LUMO (96%);
HOMO-1->LUMO+1 (3%)
1/ Experimental (CHG) 285 4.3500 - n->n*
2/ TD-DFT (Gas phase) 256 4.8468 0.4720 HORQ.UMO (94%));
HOMO-1->LUMO+1 (4%)
2/ TD-DFT (DMSO) 266 4.6679 0.5717 HOM® LUMO (96%));
HOMO-1->LUMO+1 (3%)
2 | Experimental (DMSO) 275 4.5090 - n->n*
2/ TD-DFT (CHC}) 264 4.6903 0.5749 HOM© LUMO (96%);

HOMO-1->LUMO+1 (3%)
2 | Experimental (CHG) 272 4.5580 - n->n*
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The hypsochromic effects for gas phase were mamifgiant than those for implicit
solvents. The maximum absorption peaks that rafrgad 256 nm to 287 nm have been assigned
to thete—Tr* electronic transitions. The HIDFT theory revealed that these excited states belon
to HOMO—-LUMO and HOMO-1-LUMO+1 electronic transfer. The excited electronic
configuration HOMG-LUMO has a major contribution (94-96%), whereas
HOMO-1-LUMO+1 has a minor contributior{3-4%). The contributions of the excited
electronic states were calculated based on thesaficoefficients of the specific configurations.
To this end, the opesource software GaussSum 3.0 [50,51] has been getplovhich was
developed for analyzing the output files from saleomputational chemistry packages. Hence,
the theoretical results suggested thatmiedectronic system delocalized over the aromatig, ri
ether and carboxylic group&ifure 8) was mainly responsible for the maximum absorption
peaks of the compoundsand?2.

In summary, both observed and theoreticalVM spectra showed maximum absorption
peaks located into the neailtraviolet region (256287 nm) that were assigned te-Tt
electronic transitions. Thus, the experimental-W\é spectra forl and2 were in reasonable

agreement with the theoretical electronic absonpsigectra computed by FDFT method.

4.5. Vibrational spectra

The infrared (IR) spectrum reveals the vibratiofisatoms within a molecule giving
useful information about various functional groudSue to the characteristic vibration
frequencies of certain groups of atoms, the specprovides the relationship between infrared
bands and the molecular structure. The experimeartdl predicted IR spectra of the studied

compounds are shown kigure 11. In this figure, the theoretical infrared vibrata frequencies
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(scaled) and intensities were calculated by DFT/BI6-31+G** method. The detailed

vibrational analyses of fundamentals modes compoyeBI3LYP/6-31+G** method are listed in

ESI, i.e. Table B11 (for 1) and Table B12 (for 2). These tables report the calculated

wavenumbers (unscaled and scaled values), IR ities)sreduced masses, force constants as

well as the mode assignments of IR absorption bafssiggiven inTables B11-B12 (ESI), the

DFT theory provided 87 and 105 vibration modestl@ compound& and2, respectively.
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Figure 11. IR spectra of the investigated compounds: experiate's. theoretical

(B3LYP/6-31+G**); (a) IR spectra for the compoudd(b) IR spectra for the compoud

The vibrational frequencies provided by quantunnuiséy programs are often multiplied

by a scale factor (in the range of 0.8 to 1.0) &itdy match the experimental vibrational

frequencies. In this study, the scaled wavenumbverg calculated by multiplying the unscaled

values with a factor of 0.964 (for B3LYR/B1+G**) according to the NIST computational

chemistry comparison and benchmark database [32]h Scaling procedure compensates for

several issues, i.e. the electronic structure tatiom is approximate; the potential energy surface

is not harmonic and the intermolecular interactiaresignored [52].



The assignments for the calculated wavenumbers aidesl by the animation option of
the GaussViewb program, which provided a visual presentatiorthef vibration modes [32].
Many theoretical vibration modes involved the cadbimovements of atoms from different
groups presented in the molecule (see ESblesB11-B12).

For the experimental FTIR spectra, the main assaysnwere attributed in accordance

with the literature data [53] and were summarizedable 7, for both compound$ and2.

Table 7. Observed vibrational frequencies and the cormedipg main assignments for the

investigated compoundsand?2.

Functional Groups Group frequency, wavenumber-jcm Main assignment
1 (C11H1605Si) 2 (C,;H,,0.Si)
—(CHz)—n=1o0r3 2957, 2901 2951, 2895 Va (C-H)
2822 2877 Vs (C-H)
Aromatic (C-H) 3074 3077 L (C-H) (aromatic ring)
775 786

Yy (C-H) (aromatic ring)

Aromatic (C=GC) 1601, 1572, 1506 1605, 1578, 1510 v (C=C-C) (aromatic ring)

Ether group (€O-C) 1292 1313 Vs (C-O-C)
1157 1159 Us (C-O)

Carboxylic acid (GH) 3416 3366 Vs (O-H)
1421 1427 B O-H

Carboxylic acid (C=0) 1688 1693 Us (C=0)
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(CHz)3-Si-CHp- 1250 1250 L (SI-C) +y (C-H)

858 835 L (Si-C)

V: stretching vibration (s — sym.;-asym.);B: in—plane bendingy. out-of-plane bending.

The experimental FTIR spectra recorded in the—4000 cm® region showed the
characteristic bands of stretching vibrationg ¢f the following groups: €H, C-O-C, O-H,
C=0, SiC and C=CC (aromatic ring). For details, s&able 7.

Thus, the stretching vibration§C-H) from aliphatic groups have been observed in the
region 28222957 cm’. The aliphaticu(C-H) vibrations were predicted by DFT method at
wavenumbers (scaled values) ranging from 2888 @830n" (see ESITables B11-B12). The
stretching vibration®(C-H) for the aromatic ring were determined experiraintat 3074 cn
and 3077 cnt, for the compound& and2, respectively. The theoretical counterpartsut€—H)
(aromatic ring) were predicted by DFT in the ra8§60-3117 cm™.

The symmetric stretching of-® bond from carboxyl group was observed at 3416'cm
and 3366 cnit for the compound& and2, respectively. The calculated wavenumbenfg©-H)
was pinpointed at 3635 cfrin both cases. The-®I bending vibrations were observed within the
range 14211427 cm* and predicted in the region 13113106 cm'. The strong signals identified
experimentally at 1688 ct (for 1) and 1693 cnt (for 2) were assigned to symmetrical C=0
stretching bands. The theoretical vibratipfC=0) was found at 1718 ci(for 1 and2).

In both molecules, the stretching vibrations of GEGrom aromatic ring appeared in the
range 15061605 cm® with the intensities varying from medium to stron§he DFT

computations provided the modes 6§€=C-C / aromatic ring) in the region 1488595 cm®.
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Regarding the ether group, the@-C asymmetric stretching oscillation was assigned to
the frequency observed at 1292 tiffior 1) and 1313 cnt (for 2). The vibratioru(C-O-C) was
identified theoretically at 1227 cm(only for the compound). According to the experimental
data, the signals positioning at 1157 tmnd 1159 cnt were attributed to the-@© symmetric
stretching vibrations. The DFT calculations proddee modes foo(C=0) at 9941063 cm".

According to the experimental FTIR spectra, theetstring oscillation SiIC was
recognized by the bands at 1250 tmlong with the strong peaks in the region-&&B cm™.
The predicted modes foSi-C) appeared at the ranges 116838 cm® and 836861 cm®. The
medium bands observed at wavelength 775 ¢for 1) and 786 cnt (for 2) were assigned to the
out-of—plane bending vibrations of-€l from the aromatic ring.

In addition, the theoretical IR spectra were coragdudt the level of HF/81+G**, PM3,
PM6 and PM7 methods and were shown for compariséingure A5 (ESI). In order to estimate
the goodnes®f-fit between experimental and theoretical vibratifvaquencies, the linear
correlation coefficientsrf) were calculated and reportedTiable B13 (ESI). According to these
data, the greatest values of correlation coeffisievere provided by B3LYP/@1+G** method,
and were equal to 0.9972 and 0.9971, for the comg®lL and 2, respectively Table B13).
Thus, the DFT vyielded a better correlation betwesperimental and calculated vibration
frequencies than other computational chemistry oagtapplied in this work.

The parity plots between experimental wavenumbedstleoretical (scaled) counterparts
computed by B3LYP/E31+G** method are illustrated irFigure 12 for the investigated
compoundsl (Figure 12 a) and2 (Figure 12 b). As shown inFigure 12, the linear correlations
emerge between observed and predicted vibratioealiénciesr>0.997). The linear regression

lines almost overlap with bisectors for the lowange 5001700 cm. For the higher region
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2500-3500 cm', a minor disparity between strait lines and bisectcan be distinguished.
Overall, most of data were scattered nearby thectoss revealing a good agreement between
observed and predicted wavelengths. Hence, botériexental and theoretical vibrational spectra

provided adequate relationships between infrared$¥%and the molecular structures.
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Figure 12. Parity plots between experimental and theore{szdled) wavenumbers;
(a) parity plot for the compountt (b) parity plot for the compoun® theoretical vibrational

frequencies calculated by B3LYP&L+G** method.

5. Conclusions

Two silicon-containing organic compounds, namely((#@imethylsilyl)methoxy) and
4—(3—(trimethylsilyl)propoxy)benzoic acidsl(and 2) were synthesized for the first time. The
compounds were characterized byray singlecrystal diffraction,’H NMR, **C NMR and
FTIR spectroscopy techniques. Structural data wenaplemented with quantum chemical
computations using DFT/B3LYR/81+G**, HF/6-31+G** as well as semi empirical (PM3,
PM6 and PM7) methods. Theoretical optimized geaeeefior the investigated molecules were

in good agreement with our reportedry structures.
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The calculated partial atomic charges and dipolenerds (46 Debye) suggested the
polar properties of the investigated compounds. Wapped electrostatic potential surfaces
revealed the sites for electrophilic and nucleoplattack localized near the carboxylic group, on
oxygen and hydrogen atoms, respectively. These sgi@ntified theoretically corroborated the
observation of the dimer supramolecular structimesed in the crystals by hydrogeéyonding.
The calculated HOMEGLUMO gaps QE) greater than 5 eV suggested good chemical gtabili
and moderate reactivity for the investigated conmaisu

Theoretical electronic absorption spectra were ldgesel using TBDFT method and
compared with experimental UVis spectra. A reasonable agreement between expetainand
theoretical electronic spectra was concluded. Buikerved and theoretical UVis spectra
indicated the maximum absorption peaks pinpointé&2b6-287 nm (neatultraviolet region) that
were assigned tae—-T1t* electronic transitions. The theory (FDFT) suggested that tha
electronic system delocalized over the aromatig,rether and carboxylic groups was mainly
responsible for the most intense transition bandghie investigated compountleind?2.

The theoretical vibrational band assignments wesefopmed at the level of DFT
B3LYP/6-31+G** model in order to compare the experimenEdlIR) and calculated vibrational
frequencies. The infrared spectra showed the ctaarsiic bands of stretching vibrations of the
following groups: GH, C-O-C, O-H, C=0, S+C and C=CC (aromatic ring). The results
revealed a good agreement between observed andctpcednfrared wavenumbers. Both
experimental and theoretical vibrational spectajgled adequate relationships between infrared

bands and the molecular structures of the studatpounds.
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structure ofl and2 and the corresponding optimized counterparts coeapby different QM
methods, tables containing heats of formatid#, (kcal/mol) for 1 and 2 calculated by
semiempirical methods and the relationships usedtdiculation of the molecular descriptors,
tables containing partial atomic charges for thdemude 1 and2, calculations done by different
methods, experimental and theoretical -WAs spectra of the investigated compounds, tables
containing predicted vibrational frequencies¢m?), IR intensities IR, km/mole), reduced mass
(RM, a.m.u), force constants¢, mDyne/A) and assignments computed by B3LYB16-G**
method for the compounds and 2, plots of theoretical IR spectra calculated by défe
computational chemistry methods, tables contairiimgar correlation coefficient {r between
experimental IRwavenumbers and calculated frequencies, givenffgreint quantum chemistry

methodsH NMR and"*C NMR spectra of the compountignd? are provided.
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Highlights
» Two original carboxylic acids containing trimethiystails were obtained and characterized.
» The optimized molecular geometries are in goaeéemgent with X-ray molecular structures.

» The computed vibrational frequencies and electrabsorption spectra were assigned and
compared with the experimental FTIR and UV-Vis s$p@ec



