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process would still require about 2.1 eV. This suggests an estimate 
for the internal energy of [Mn2(CO),o]+ to be about 1.7 eV. This 
compares with the results of our RRKM calculations, which found 
an internal energy of about 1.7 eV. 

The observed CID threshold energy for [Mn,(CO)$ would 
be -0.3 eV based upon the above arguments. However, [Mnz- 
(CO),]+ was not observed as an abundant CID or unimolecular 
dissociation fragment. This could be due to a concerted loss of 
two CO ligands from [MnZ(CO),]+. It could also be due to 
competing channels for the fragmentation of [Mn2(C0),]+. The 
following reaction is also expected due to the stability of 'Mn- 
(CO),, an 18-electron radical species: 

[Mn2(C0),]+ - [MII(CO)~]+ + 'Mn(CO)5 (13) 

In fact, the presence of these two channels, the loss of two CO 
ligands versus the loss of 'Mn(CO)5, is suggestive of the presence 
of two geometric isomers of [Mn2(C0),]+. An isomer with a 
bridging carbonyl between the Mn atoms could lose two pendant 
CO ligands more readily than cleaving the bridged Mn-Mn bond. 
On the other hand, an isomer without bridging carbonyls could 
lose 'Mn(CO)5 via a single bond cleavage. 

Formation of [Mn(CO),]+ can arise from at least two channels. 
The corrected CID threshold energy of 2.8 eV in Table 111 was 
obtained by assuming an internal energy of 1.7 eV added to the 
observed threshold energy. The loss of 'Mn(CO)5 in eq 13 cor- 
responds to cleavage of the Mn-Mn bond. Assuming a threshold 
energy of 0.7 eV for [Mn2(CO),]+ gives an upper limit of 2.1 eV 
for D[(C0)4Mn+-Mn(CO)5]. Similarly, the loss of a CO from 
[Mn(CO),]+ gives rise to [Mn(CO),]+. Assuming D- 
[(C0)4Mn+-CO] = 0.7 eV gives an upper limit of 2.1 eV for 
D[(CO)5Mn+-Mn(CO)S]. Because both estimated values are 
similar, it is impossible to guess which channel produces the 
[Mn(CO),]+ fragment. However, the loss of additional CO lig- 
ands might be expected to strengthen the Mn-Mn bond. In fact, 
experiments on the CID of [Mn2(C0),]+ indicate that in this ion 
the appearance of the [Mn(CO),]+ fragment has a threshold of 
about 2.1 eV.33 This indicates either a much stronger Mn-Mn 
bond or the more than likely presence of bridging carbonyls. Thus, 
it is likely that [Mn(CO),]+ (x = 1-3) arise from sequential losses 
of CO ligands and not from dissociations of dimetal ions. 

Conclusions 
The dissociation of gas-phase, long-lived metastable [Mn2- 

(CO),oJ+ depends primarily on the temperature of the neutral 
molecules in the ion source before ionization. Thus, it appears 
the temperature of the neutral molecules alters or affects the 
potential surface for unimolecular dissociation of the ion. The 
rate constants for the metastable dissociations and their relative 
abundance reflect the amount of internal energy required for the 
fragmentation. The use of a tandem mass spectrometer permits 
the kinetic analysis of ions in a time regime (10-100 ps) where 
ions with relatively low (ca. 1 eV) internal energy can dissociate. 
The formation of the fragment ions appears to proceed via stepwise 
loss of the CO ligands. The individual Mn-CO bond dissociation 
energies tend to average about 0.7 eV, in good agreement with 
other techniques. Statistical rate conclusions based upon the 
unimolecular dissociation rate and an Mn-Mn bond dissociation 
energy of 0.95 eV estimate that the internal energy of the ions 
is about 1.7 eV, also in agreement with results for the CID 
threshold energy of [Mnz(CO),]+. Consideration of a corrected 
CID threshold energy for [Mn(CO),]+ gives an upper limit to 
the Mn-Mn bond dissociation in [Mn2(C0),]+ and [Mn2(CO)lo]+ 
of 2.1 eV. It has been shown that a careful analysis of the 
low-energy energy-resolved CID of ions must be made to precisely 
determine bond dissociation energies from CID thresh01ds.I~ It 
appears from the results of this work that differences between 
thresholds can be obtained that correspond to individual bond 
dissociation energies for simple, sequential ligand losses. Dif- 
ferences in threshold energies, which are of a magnitude greater 
than expected, may correspond to different structural isomers, 
i.e., such as clusters containing bridging carbonyls.33 
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The quenching of the fmt excited singlet states of rruns-stilbene and 4,4'-dimethyl-truns-stilbene by acrylonitrile, fumaronitrile, 
and tetracyanoethylene has been examined by picosecond laser spectroscopy. The intrinsic rate constant of electron transfer 
is separated from the diffusion rate constant by applying the Collins and Kimball formalism for timedependent rate constants. 
The intrinsic rates of electron transfer are correlated with the free energy changes for electron transfer, and it is found that 
the correlation does not follow the predictions of Marcus' adiabatic electron-transfer theory. 

Introduction SCHEME I 
The transfer of an electron between a molecular donor molecule 

and an acceptor is one of the most fundamental chemical reactions 
found in both chemistry and biochemistry.' As such, the elec- 

( I )  Some examples are the following. Respiration and photosynthesis: 
Gray, H. B.; Malmstrom, B. G. Bfochemfsrry 1989,28,7499. Silver halide 
sensitization: Oilman, P. G. Pun Appl. Chem. 1977,19,357. Photoinduced 
mlvmerization: Eeton. D. F. In Advunces in Phorochcmfsrrv: Volman. D. 

Absorotion 

t '  Probe 
(570 nm) 

Pump kiso 
(300 nm) I'* 

D + A  

k n  4 

kobs = kiso + 

H.,*Gollniock, K., Hammond, 0. S., Eds.; Wiley: New York,-1986; Vo1..13. 
a& tnorgone photochemistry: Mattes, L. L.; Farid, s. In &gunit 

Phorochemfsrry; Padwa, A., Ed.; Marcel Dekker: New York, 1986; Vol. 6. 
Won-transfer reaction has been the subject of numerous theoretical 
studies. From the treatment of Marcus: employing transition-state 
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theory in conjunction with a continuum description for the non- 
equilibrium polarization of the medium, to the quantum-me- 
chanical formalism of Levich,' each theory predicts a maximum 
rate for electron transfer when the reorganization energy, A, 
matches the negative free energy change, -AG, between reactant 
and product. For reaction energies more negative than the positive 
reorganization energy, the rate of electron transfer decreases with 
decreasing free energy change for the reaction, leading to the 
so-called "inverted region". 

There have been numerous experimental investigations probing 
for the existence of the inverted region. By examining intramo- 
lecular electron transfer within a radical anion where the donor 
and acceptor moieties are separated by a steroid spacer, Miller 
and Closs' observed the predicted Marcus behavior for electron 
transfer. Farid and co-workerss found evidence for the existence 
of the inverted region in their studies of electron transfer within 
a radical-ion pair that decays to produce a pair of neutral mol- 
ecules. Among the more interesting and intriguing studies that 
did not display kinetic behavior consistent with the inverted region 
are the nanosecond fluorescence quenching experiments of Rehm 
and Weller? where they examined the energy dependence of the 
rate of quenching of excited singlet states by electron transfer to 
produce radical-ion pairs; the rate of quenching approaches a 
maximum value of approximately 2 X 1Olo M-I s-I and remains 
constant with increasing energy changes for the electron transfer. 

One possible criticism of the Rehm and Weller experiments 
is that for highly exoergic electron-transfer reactions the intrinsic 
rate of electron transfer is greater than the rate of diffusion, so 
that the rate of quenching of the excited singlet state becomes 
limited by diffusion. In other words, the quenching rate of 2 X 
1O'O M-l s-l reflects a reaction limited by diffusion and not the 
intrinsic rate of electron transfer. 

Recently, we reported7 a picosecond study of the quenching of 
the first excited singlet state of trans-stilbene by fumaronitrile 
that proceeds through electron transfer. From the formalism 
developed by Collins and Kimball* for time-dependent rate 
coefficients to analyze the quenching data, the intrinsic rate of 
electron transfer and the rate of diffusion can be separated. In 
this paper, we extend this study to include electron transfer from 
the donors trans-stilbene and 4,4'-dimethyl-trans-stilbene to the 
acceptors acrylonitrile, fumaronitrile, and tetracyanoethylene and 
discuss the relationship between the rates of electron transfer and 
the corresponding energy changes. 

Experimental Section 
Picosecond Absorption Spectrometer. The picosecond laser 

system has been described previously?h9 Briefly, a modelocked 
Nd:YAG laser (Spectra-Physics 2000) synchronously pumps a 
dye laser (Spectra-Physics 375B) to produce a 1-ps pulse at 600 
nm. The output is passed through a three-stage pulse dye amplifier 
pumped by a Q-switched Nd:YAG laser (Quanta Ray DCR-2), 
which outputs pulses at 10 Hz, 1 ps, 1.1 mJ, and 600 nm. This 
light is frequency-doubled to 300 nm (5% efficiency) to form the 
excitation pulse, and the residual 600-nm light is then focused 
into a 5-cm cell of H20/D20 to produce continuum light from 

(2) Marcus, R. A. J. Chem. Phys. 1956, 24, 966; 1957, 26, 867, 872. 
Marcus, R. A. Cun. J .  Chem. 1959, 37, 155. Marcus, R. A,; Sutin, N. 
Biochim. Biophys. Acta 1985,811, 265. 

(3) Levich, V. G. In Physicul Chemistry: An Advaned Treatise; Erying, 
H., Henderson, D., Jost, W., Eds.; Academic Prcss: New York, 1970; Vol. 
9B. See also: UlStNP, J.; Jortner, J. J.  Chem. Phys. 1975,63,4358. Kestner, 
N.; Logan, J.; Jortner, J. J .  Phys. Chem. 1974, 78, 2148. 
(4) Miller, J. R.; Calcatcrra, L. T.; Closs, G. L. J. Am. Chem. Soc. 1984, 

106. 3047. Closs, G. L.; Calcaterra, L. T.; Green, N. J.; Penfield, K. W.; 
Miller, J. R. J. Phys. Chem. 1986,W, 3673. Clm, G. L.; Miller, J. R. Science 
1988,210,440. 

(5) Gould, I. R.; Ege, D.; Mattes, S. L.; Farid, S .  J .  Am. Chem. Soc. 1987, 
109,3794; 1988,110, 1991. Gould, I. R.; Moser. J. E.; Ege. D.; Moody, R.; 
Armitage, B.; Farid. S .  J. Imaging Sci. 1989, 33, 44. 

(6) Rehm, D.; Weller, A. Isr. J .  Chem. 1970.8, 259. 
(7) (a) Angel, S. A.; Peters, K. S .  J .  Phys. Chem. 1989, 93, 713. (b) 

Angel, S. A. Ph.D. Thesis, University of Colorado, Boulder, CO, 1989. 
(8) Collins, F. C.; Kimball, G. J .  Colloid Sci. 1949, 4, 425. 
(9) Koch, T. L.; Chiu, L. C.; Yariv, A. Opt. Commun. 1982, 40, 364. 
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TABLE I: Diffmion Coefficients for Solutes, Measured in 
Acetonitrile 

electrochemical 
solute diffusion coeff, A* ps-' estda 

TS 0.16 * 0.02 0.19 
DMES 0.12 f 0.01 0.14 
FN 0.12 f 0.01 0.14 
TCE 0.081 * 0.001 0.10 

a Values are 20% larger than experimentally determined diffusion 
coefficients of solutes in solution of acetonitrile with 0.1 M tetrabutyl- 
ammonium fluoroborate: these values are used to calculate D in eqs 
3-1. 

0.3 , i 

A 
0.2 

0.1 

0.0 
- 1 0  - 5  0 5 IO 1 5  20 25 30 

Time (ps) 

Figure 1. Pump/probe bleaching of the ground state of crystal violet in 
methanol at  negative and long times. The line is an average of the 
experimental data: +, first experimental data set; X, second experimental 
data set. 

450 to 750 nm for the probe pulse. The probe pulse is then split 
into I and Io pulses, which are detected by two photodiodes 
(EG&G SGD Series) interfaced to two boxcar integrators 
(Stanford Research Systems) whose output is passed to a labo- 
ratory computer (PDP 11/23). At each time delay, 200 laser shots 
with the excitation pulse and without the excitation pulse are 
averaged. 

Samples. The three electron acceptors employed in this study 
were acrylonitrile (AN), fumaronitrile (FN), and tetracyano- 
ethylene (TCE), which were obtained from Aldrich. Tetra- 
cyanoethylene was sublimed twice. Fumaronitrile was dissolved 
in dichloromethane, the solution filtered, and the solvent rota- 
ry-evaporated, the sample was then sublimed. The electron donors 
were trans-stilbene (TS) and 4,4'-dimethyl-trans-stilbene (DMES). 
transstilbene was obtained from Aldrich and recrystallized from 
ethanol. 4,4'-Dimethyl-trans-stilbene was synthesized as previously 
described. 

Diffusion Coefficients. Diffusion coefficients were determined 
by using the chronocoulometric mode on a BAS 100 electro- 
chemical analyzer, as previously de~cribed.~ The values for TS, 
DMES, FN, and TCE are given in Table I. 

Data Analysis 
Znsrrument Response. The convolution of the instrument re- 

sponse function I(?) with the chemical kinetics signal F(t )  produces 
the observed absorption change A(?)  according tolo 

A( t )  = s ' Z ( t  - x) F(x) dx 
0 

Initially, the function Z(t) is obtained, given a predetermined F(t ) .  
In the absence of electron acceptors, the excited singlet states of 
TS and DMES relax to the ground states through an isomerization 
channel."J2 Long-time kinetics, 20 < t < 300 ps, of the decay 

(10) Demas, J. N. Excited Store Lifetime Measurements: Academic: New 
York, 1983. 

1983, 79, 5360. 
(1 1) Rothenbcrger, G.; Negus, D. K.; Hochstrasser, R. M. J .  Chem. Phys. 
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TABLE 11: Summtry of Calculated rad Expcriwatdly Determiaed Panmeters for Electron-Tnnsfer Reactions in Acetonitrile 
reactants" products" AG,) kcal/mol k,,C M-l s-I 10-lOk dt M-I s-l R,C A 

TS*/AN TS+/AN- t 7 . 1  (2.6 * 0.1) x 109 ... 
DMES*/AN DMES+/AN- +4.6 (5.6 * 0.1) x 109 ... 
TS*/FN TS+/FN- -17.5 (3.0 1.0) X 10" 2.2 8.7 

DMES/TCE DMES+/TCE- -55.3 (4.0 & 1.2) X IO" 2.0 11.0 
TS*/TCE TS+*/TCE- -14.7 

DMES/TCE DMES+/TCE-* +8.1 

DMES*/FN DMES+/AN- -20.1 (4.0 * 0.6) X 10" 2.2 10.5 
TS*/TCE TS+/TCE- -52.8 (4.5 * 1.2) x IO" 2.3 10.5 

TS*/TCE TS+/TCE-* t10 .6  
DMES/TCE DMES+*/TCE- -I 6. I 

"The symbols *, +, and - represent excited electronic states and positive and negative formal charges, respectively. bThe change in the free energy 
of the reaction is calculated from eq 8. CBoth k, and R represent best fits to the data: kd is given by eq 4. 

of these states establishes an F( t )  independent of I ( r ) .  The 
isomerization kinetics at early time, 0 5 t < 100 ps, is then fit 
to eq 1, with F(t)  known, to generate I ( t ) .  

Interestingly, the function I ( t )  can be observed from the 
bleaching of the ground state of crystal violet" (Figure 1). The 
pulse is not symmetrical. The "rise" is fit to a Gaussian, and the 
"fall" is fit to a Lorentzian. In addition, there is a persistent 
baseline absorption, BA, due to the detection of amplified spon- 
taneous emission, ASE (generated at the pulse dye amplifier). 
Z( t )  is therefore composed of two functions, G(t)  and L(r), and 
the observed absorption for chemical kinetics is given by 

A(t )  = fmG(r - x) F(x) dx + l t L ( r  - x) F(x) dx + BA 

(2) 

Here, G(t)  = N ,  exp[-(t - ~ ) ~ / 2 $ ]  is the Gaussian rise, and L(t) 
= Nz[( l / ~ ) ~  t ( I  - w)~] - '  represents the Lorentzian decay of the 
instrument response. BA is a constant. The best fit for the 
instrument response function for the crystal violet bleaching ex- 
periment (F(x) = 1) is shown in Figure 2. 

After the instrument response function is determined, the 
transient absorption data are analyzed according to Scheme I. 
In the presence of an electron acceptor, A, the excited singlet state, 
D*, either is quenched or undergoes isomerization to the ground 
state with respective rate constants k,, and kiW The functional 
form of k, is the focal interest: from it the electron-transfer rate 
constant, ket, is obtained. 

Kinetic Models. For the electron-transfer reactions that quench 
the excited singlet state of tram-stilbene, two kinetic processes 
(with associated rate constants) will be of interest: electron transfer 
(Ad) and diffusion ( k d ) .  If the electron-transfer rate constant k,, 
<< kd, then the rate of quenching will depend predominantly upon 
ket. Conversely, if k,, >> kd, diffusion is the rate-limiting step. 
It follows that when k,, iz: kd, the observed rate will depend on 
both k,, and kd. 

The kinetic theory for diffusion-controlled reactions (k,, >> kd) 
was originally developed by Smoluch~wski.~~ Solving Fick's law 
of diffusion with the boundary condition that the concentration 
of reactants is zero at the surface of a sphere of radius R ,  the 
reaction distance, yields 

(3)  

( 4 )  

The quantity DI, + DA is the sum of the diffusion coefficients for 
the donor and acceptor molecules, NA is Avogadro's number, and 
R is the sum of the spherical reactants' radii. 

The theory for solution-phase kinetics when k,, 1 kd was de- 
veloped by Collins and Kimbal1.B If a small barrier exists at radius 

0 td 

ks(t) = kd[l + R(TD~)-'/ ']  

k d  = ~ U R N A ( D D  + DA) 
where 

(J2 )  Courtney, S. H.; Fleming. G. R. J. Chem. Phys. 1985, 83, 215. 
(13) Shank, C. V.; Ippen, E. P.; Teschke, 0. Chcm. Phys. Lerr .  1977,45, 

(14) Smoluchowski, M. 2. Phys. Chem.. Sroechiom. Venuandrschafrsl. 
291. 

1917, 92. 

0 3 6 9 12 1 5  18  

Time (ps) 
Figure 2. Ground-state bleaching of crystal violet, fit to the instrument 
response function, eq 2, with F(t)  = 1. The following parameters are 
defined in the text: u = 2.01 ps, c = 5.06 ps, T-I = 1.35 ps, w = 4.07 ps, 
t ,  = 5.4 ps (9th data point), tml = 6.1 ps (10th data point), BA = 0.003. 
The magnitude of absorption at negative times is reduced to zero. The 
squares represent data; the solid line is the calculated fit. 

R, the probability of reactants going to products is "Z, not unity, 
and the concentration, c, of reactants at r = R need not be zero. 
The solution to Fick's second law of diffusion with the boundary 
condition c(R) = ( D / K ) ( ~ c / ~ ~ ) R  yields 

&KO) = [k,;' + kd-']-'[1 + (kedkd) expCv2) erfc @)I (5) 
where 

erfc b) = ( 2 ~ ) - ~ I ~ ~ ~ e x p ( - u ~ )  r du (6) 

and 

Y = [(Dt)'''/R1[1 + (ket/kd)l  (7) 
Parenthetically, the limits of eq 5 are well-behaved: for k, >> 
kd, kCK(t) = ks(t);  for k,, << k d ,  kcK(time independent) = (k,<l 
+ kd-')-$ and, as t - 0, ,kcK - ket. 

Energetics. In the ensuing study of electron-transfer reactions, 
we will examine the transfer of electrons from the excited singlet 
state of stilbenes to electron-deficient olefins. The free energy 
change for this reaction has been approximated6J5 by the difference 
between the reactant and product equilibrium free energies given 
by eq 8, in which ED" is the oxidation potential of the ground-state 

(8) 

stilbene, EAd is the reduction potential of the electron-deficient 
olefin, EDS is the energy of the excited singlet state of stilbene, 
and (eo2/ca) is the Coulombic stabilization of the product radi- 
cal-ion pair. From the bulk dielectric constant of acetonitrile, the 
stabilization energy is calculated to be small,'5 approximately 0.1 
eV, for the contact radical-ion pair and is omitted in further 
determination of AG,. Table I1 lists the free energy changes for 
electron transfer for the stilbene/olefin pairs that were investigated. 

AGet = EDOX - EAd - EDs - (eo2/sa) 

(15) Lewis, F. D. Ado. Phorochem. 1986, 13, 165. 
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0.3 I 

0 2 0  4 0  6 0  

Time (pr) 
Figure 3. Absorption of the tram-stilbene excited singlet state (‘E*) as 
a function of time. The fit is a convolution of a single-exponential decay 
with the instrument response function, eq 2. The lifetime was prede- 
termined and set at 43.5 ps. The squares represent data; the solid line 
is the calculated fit. 

1 b  
0.0 -[I 

0 20 40 6 0  80 
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Figure 4. Absorption of the 4,4’-dimethyl-trum-stilbene excited singlet 
state (DMES*) as a function of time. The fit is a convolution of a 
single-exponential decay with the instrument mponse function, eq 2. The 
predetermined lifetime used in the fit is 136 ps. The squares represent 
data; the solid line is the calculated fit. 

The values for the oxidation and reduction potentials as well as 
the energies for the excited singlet states were taken from the 
literature.’+” 

Results 
Excited-State Dynamics of TS and DMES. The dynamics of 

the decays of the first excited singlet states of trans-stilbene (TS*) 
and 4,4’-dimethyl-trans-stilbene (DMES*), following 300-nm 
excitation to TS and DMES, are monitored at 570 nm near the 
S, - SI absorption maximumls (Figures 3 and 4). Assuming 
the isomerization decayl1J2 of SI can be characterized by an 
exponential relaxation, the lifetime for TS* is 42.5 f 2.5 ps and 
the lifetime of DMES* is 136 f 3 ps, both in acetonitrile at 21 
OC. The best fits to the experimental data employed eq 2; these 
are also shown in Figures 3 and 4. As mentioned, this fitting 
procedure was used to establish an instrument response function 
for a given series of experiments that was subsequently held 
constant for the kinetic analysis of the series of electron-transfer 
reactions. 

In a prior investigation’ of the quenching of  TS* by fumaro- 
nitrile, the lifetime of TS* was reported as 48 * 3 ps. We attribute 
this difference to the choice of the analytical form of the in- 
strument response function and our failure to account for a baseline 
absorption due to the continual absorption of ASE. Neglecting 

(16) Freilich, S. C.; Ph.D. Thesis, Harvard University, Cambridge, MA, 

(17) Adam, B. K.; Cherry, W. R. J.  Am. Chem. Soc. 1981,103, 6904. 
(18) Hcchstrrasser, R. M. Pure Appl. Chem. 1980, 52, 2683. 

1983. 
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Figure 5. Kinetics of the DMES* reaction with AN in acetonitrile. Data 
are fit to a single-exponential decay. The two fitting parameters are an 
absorption coefficient and a pseudo-first-order rate constant. (a) Ab- 
sorption of DMES* in the presence of 0.760 M AN: squares, data; solid 
line, calculated fit. (b) Normalized fits at varying concentrations (0.46 
M, 0.76 M, 1.5 M, and 2.3 M) of AN. 

a 1.5% baseline absorption results in an 11% increase in the 
measured lifetime. 

Quenching of TS* and DMES* by AN. In the presence of AN, 
the population of excited stilbenes may be depleted by isomeri- 
zation or electron transfer, according to Scheme I. The simplest 
analytical form for the kinetics of the observed quenching is given 
by eq 9, where k, is the unimolecular decay constant of the excited 

singlet state, determined in the prior experiment, in the absence 
of the quencher AN. The absorption of DMES* in the presence 
of 0.76 M AN is shown in Figure 5a. The best fit is obtained 
by using eq 2 with I (?)  and ki, predetermined (Figure 4); F(t)  
is a single-exponential decay with an observed rate constant, k,, 
given by eq 9. kh is linear versus all concentrations of AN when 
ki, is constant. Normalized fits to the absorption of DMES* in 
the presence of varying concentrations of AN are presented in 
Figure 5b. The errors in the fits at times <8 ps, observed in Figure 
5b, are attributed to a poor fit to the instrument response pa- 
rameters, which are held constant: either the instrument response 
is not well-defined by the previous fits, or the temporal pump and 
probe pulse shapes vary over the time of data acquisition. 

To obtain an accurate value of k,  in eq 9 for the quenching 
of TS* and DMES*, the concentration of AN in solution with 
TS was varied from 0.30 to 4.6 M and the concentration of AN 
in solution with DMES was varied from 0.46 to 2.3 M. The 
observed pseudo-first-order rate constant, kobr, when correlated 
with the concentration of AN, yields the second-order rate constant 
for electron transfer, kcla The rate constant for the quenching of 

Tlmo (pr) 

koh = kiso + ket[AN10 ( 9 )  
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Figure 6. (a) Instrument response function is convolution with a sin- 
gle-exponential decay, fit to the absorption data of TS* in solution with 
0.33 M FN: squares, data; solid line, calculated fit. (b) Normalized 
exponential decay fits to the absorption of DMES* in solutions varying 
in FN concentration: X, 0.31 M; 0, 0.46 M; 0, 0.58 M. 

TS* by AN to produce the radical-ion pair composed of the radical 
cation to trans-stilbene (TS+) and the radical anion of acyronitrile 
(AN-) is (2.6 f 0.1) X 109 M-' s-l. The rate constant for electron 
transfer between D M E S  and AN to form the radical cation of 
4,4'-dimethyl-trans-stilbene (DMES+) and the radical anion AN- 
is (5.6 f 0.1) X IO9 M-' s-', 

The free energy changes for the quenching of TS* and DMES' 
by AN fall within the Marcus normal r e g i ~ n ' ~ ~ ~ ~  for electron 
transfer, as both processes are slightly endoergic: AGet for 
TS*/AN is +7.1 kcal/mol and for DMES*/AN is 4.6 kcal/mol. 
As the free energy for electron transfer decreases, the rate constant 
increases from 2.6 X lo9 to 5.6 X lo9 M-' s-I, characteristic of 
the normal region for electron transfer. It is noted that these rate 
constants for electron transfer are less than those for diffusion- 
controlled processes. 

Quenching of TS* and DMES* by FN. The decay of TS* in 
the presence of 0.33 M FN in acetonitrile is shown in Figure 6a. 
Normalized absorption for the decay of DMES* with various 
concentrations of FN is shown in Figure 6b. Whereas the dy- 
namics of the decays of TS* and DMES* in the presence of AN 
were well characterized by the convolution of a single time-in- 
dependent exponential decay with the instrument response function 
given in eq 2, the o h r v e d  decay of these two electron'donors in 
the presence of FN is poorly described by a single time-inde- 
pendent exponential decay (Figure 6). In particular, the decays 
are faster at earlier times and slower at longer times than predicted 
by the time-independent fit. 

Time (ps) 

(19) (a) Marcus, R. A. Discuss. Faraday Soc. 1960, No. 29, 21. (b) 

(20) Marcus, R. A.; Siders, P.  J. Phys. Chcm. 1982.86.622. 
Siders, P.; Marcus, R. A. J. Am. Chem. Soc. 1981, 103,748. 
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Figure 7. Normalized fit for data presented in Figure 6b with the rate 
constant given in Scheme I, k,,, replaced by ks, eq 3: X, 0.31 M, FN; 
0,0.46 M FN; 0 , 0 . 5 8  M FN. 
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Figure 8. Normalized fit for data presented in Figure 6b with the rate 
constant given in Scheme I, k,, replaced by kcK, eq 5: X, 0.3 1 M FN; 
0, 0.46 M FN; 0 , 0 . 5 8  M FN. 

Since the dynamics of the decays of TS* and DMES* in the 
presence of FN were poorly characterized by a single time-in- 
dependent exponential decay, an attempt was made to fit the data 
to the Smoluchowski equation,14 eq 3, where the observed rate 
constant is time dependent. In the Smolchowski equation, the 
reaction distance R is allowed to vary. In addition, the diffusion 
coefficients D are varied from the values determined electro- 
chemically to values that are 20% larger. Electrochemical diffusion 
coefficients are determined with the aid of 0.1 M electrolyte. 
Recent experiments2' show that a 0.1 M concentration of tetra- 
butylammonium fluoborate (the electrolyte) in tetrahydrofuran 
may slow the diffusion of the analyte by approximately 20%. 
Conversely, there is no evidence of diffusive rate dependence on 
analyte concentration. Increasing the diffusion coefficient by 20% 
therefore, is a rough approximation to the diffusive rate of the 
reacting solutes during the electron-transfer experiments. 

The best fit of the Smoluchowski equation to the DMES*/FN 
data is shown in Figure 7. The fit for the data is a convolution 
of the instrument response function, eq 2, with a singleexponential 
decay whose rate constant is the sum of the first-order isomeri- 
zation rate constant, kh, and the pseudo-first-order electron- 
transfer rate constant, ks(t), given by eq 3. 

(10) 
The trend in the fit is opposite to that presented in Figure 6. 
Initially, the fit decays faster than the data, and at later times 
the fit decays slower than the data. 

Analyzing the same data within the Collins and Kimbal18 
framework produces the fits shown in Figure 8. As before, the 
fits are generated by a convolution of the instrument response 

(21) T. Rutton and S. Striclder, University of Colorado. Boulder, CO, 

k,bW = kiw + ks(r) [FNI 

private communication, 1989. 
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Figure 9. Normalized fits to the absorption of D M E S  in AN with 
varying concentrations of TCE: X, 0.30 M 0,0.41 M. The kinetics of 
Scheme I are assumed with k, replaced by kCK, eq 5 .  

function with a single-exponential decay. The rate constant for 
the exponential decay is the sum of the isomerization rate constant 
and the pseudo-first-order constant given in eq 5 .  The fitting 
procedure involves assuming a value for R (Table 11) and allowing 
the electron-transfer rate, k,, to vary. R is then varied to achieve 
a best fit. Again, D is set at a value that is 20% larger than the 
electrochemical value. The best fit to the data for DMES*/FN 
for three different concentrations of F" is shown in Figure 8 for 
a given set of R, D, and k,. The electron-transfer rate constant, 
k,, determined in the best fit to the experimental data depends 
on the values for the radius R and the diffusion coefficient D. The 
effect of increasing D by 20% decreases k, by a maximum of 40%. 
Increasing R by 20% decreases k,, by approximately 10%. The 
best fits applying the Collins and Kimball formalism to the ex- 
perimental data for TS*/FN and DMES*/FN are given in Table 
11. 

The free energy changes for the electron transfer between 
TS*/FN and DMES*/FN are -17.5 and -20.1 kcal/mol. The 
corresponding rate constants are k,,(TS*/FN) = (3.0 f 1.0) X 
10" M-Is-I and k,(DMES*/FN) = (4.0 f 0.6) X 10" M-' PI. 
The dynamics of electron transfer is 1 order of magnitude greater 
than that of a diffusion-controlled process. 

Quenching of TS* and DMES* by TCE. The kinetics for the 
quenching of TS* and DMES* by TCE in acetonitrile were 
examined for concentrations ranging from 0.1 to 0.41 M. Ac- 
ceptable fits to the experimental data were only observed for a 
timedependent rate constant described by the Collins and Kimball 
formalism (Figure 9). By use of the same procedure utilized in 
the analysis of the kinetic data for TS*/FN and DMES*/FN, 
the rate constants for electron transfer were obtained and are listed 
in Table 11. The optimum values of rate constants for electron 
transfer are k,(TS*/TCE) = (4.5 f 1.2) X 10" M-' s-l and 
k,(DMES*/TCE) = (4.0 f 0.7) X 10" M-' s-I. The free energy 
changes for electron transfer between TS*/TCE and DMES*/ 
TCE are highly exoergic, -52.8 and -55.3 kcal/mol, respectively. 

Discussion 
The most intriguing aspect of this series of experiments is the 

relationship between the rate of electron transfer and the corre- 
sponding free energy change for the reaction (Table 11). When 
the reaction is endoergic, + 7.1 kcal/mol for TS*/AN, the rate 
of electron transfer is less than that for diffusioncontrolled process, 
kJl 'S*/AN) = 2.6 X lo9 M-' S-I. When the reaction becomes 
exoergic, -17.5 kcal/mol for TS*/FN, the rate constant increases 
to k,,(TS*/FN) = 3.0 X 1011 M-I s-l. Surprisingly, when the 
reaction becomes highly exoergic, -52.8 kcal/mol for TS*/TCE, 
the rate of electron transfer does not decrease as predicted by 
adiabatic Marcus electron-transfer theorym= but rather remains 
constant within the error of the experiment, k,(TS*/TCE) = 4.5 
X 10" M-I s-I. In essence, the experimental data of Table I1 can 

~~~ ~ ~~~~~ 

(22) Marcus R. A. Annu. Rev. Phys. Chem. 1964, IS, 155; J .  Chem. Phys. 
1965,43,679. 
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not be fit to an adiabatic expression for electron transfer for any 
values of u and A in eq 11. 

k,, = u exp[-(A + AG)2/4AkJl (1 1) 
The reaction free energy changes, AG's calculated from eq 8 

and listed in Table 11, assume that the local, microscopic dielectric 
constant of the medium surrounding the product ion pairs ap- 
proximates the bulk dielectric constant of the solvent. Although 
the magnitude of the deviation varies, the local dielectric constant 
is predictably less than the bulk value. Relative to the case 
governed by eq 8, this effect would lower the free energy of 
products formed within a solvent sphere of radius *an. This may 
explain why the electron-transfer rates between TS/AN and 
DMES/AN are at least 3 orders of magnitude faster than those 
calculated from eq 1 1, given reasonable values of u and A and the 
AG's of Table 11. 

In the analysis of the kinetic data for the quenching experiments 
for TS*/FN, TS*/TCE, DMES*/FN, and DMES*/TCE, the 
rates of electron transfer were obtained from the Collins and 
Kimball formalism. This formalism assumes that there is an 
activated event whose rate, k,,,, is greater than or equal to the 
rate of diffusion, kdr and that as t - 0, the observed rate of the 
reaction approaches k,. In our modeling of the kinetics for the 
quenching of TS* and DMES*, we have assumed that as t - 0, 
the rate of quenching is governed by electron transfer so that k, 
is equated with k,. If there is some other process that is limiting 
the quenching at early times, such as rotational diffusion of the 
reactants, then k ,  is a measure not of the rate of electron transfer 
but rather of some other process. In this instance, the rate for 
quenching at early times, k,, are lower bounds to the true rate 
of electron transfer, k,,. Even if only lower bounds for the rates 
of electron transfer are being determined, the relationship between 
the free energy for electron transfer and the corresponding rate 
constant clearly are not following the behavior predicted by 
Marcus' theory for adiabatic electron transfer. For reasonable 
values of the reorganization energy, X = 1 eV, the rate constant 
for electron transfer for TS*/TCE is expected to be approximately 
lo9 M-' s-l if the quenching of TS*/TCE is being governed by 
adiabatic electron transfer. 

The contrasting behavior of the present experimental results 
and the Marcus theoretical predictions20*22 given by eq 1 1  can be 
subject to numerous interpretations. 

The simplest explanation for the plateau of rate constants noted 
by Rehm and Weller, RW, and subsequently noted here, considers 
the free energy of the product states initially ~ r e a t e d . ' ~ h ~ ~  Table 
I1 lists the free energy changes for TS*/TCE and DMES*/TCE 
electron-transfer reactions for which products in excited electronic 
states were formed. While the parabolic trend of eq 11 is not 
supported, the existence of an inverted region favors the initial 
creation of TS+ and D M E S  in excited electronic states. The 
contribution of these product states to the observed rate may be 
experimentally determined by comparing the absorption decay 
kinetics of TS* and DMES* (570 nm) with the rates of increase 
of TS+ (470 nm) and DMES+ (450 nm), respectively. 

of Kakitani and Mataga explained the data of 
RW in terms of differential solvation. If a dielectric-continuum 
model of the solvent is not assumed, as it is in eq 11, the force 
constants that fashion the parabolic free energy potential surfaces 
in the solvent coordinate will not be the same for molecules and 
ions. Accordingly, in the polar solvent acetonitrile, there may be 
a lack of an inverted region because the charged product ions are 
more tightly solvated than the neutral reactant molecules. Their 
conclusions are subject to valid di~agreement,*~*~~ and their more 
recent equations2' do not correlate well with the results of Table 
11. 

Early 

(23) Beitz, J. V.; Miller, J. R. J. Chem. Phys. 1979, 71, 4579. 
(24) Kakitani, T.; Mataga, N. Chem. Phys. 1985,93,381; J.  Phys. Chem. 

19115. 89. 4752. ----. --. 
(25) Carter, E. A.; Hynes, J. T. J. Phys. Chem. 1989, 93. 2184. 
(26) Tachiya, M. Chem. Phys. Lett. 1989, 159, 505. 
(27) Yoshimori, A.; Kakitani, T.; Yoshitaka, E.; Mataga, N. J .  Phys. 

Chem. 1989, 93, 8316. 
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A model proposed by Efrima and BixonB and othersBym amends 
eq 1 1  by considering the Franck-Condon factors for vibrational 
transitions. This theory leads to the prediction that excited vi- 
brational states of the ground electronic product state are formed 
for reactions where AG + A < 0. In terms of eq 1 1 ,  energy from 
available product vibrational modes, E,, is added to the elec- 
tronic-ground-state free energy change of the reaction until AG + E, + A = 0. The significance of these quantum effects could 
be experimentally tested by comparing the absorption decays of 
excited singlet states with the growth of their respective cations' 
absorptions. 

In the formulations of eq 5 ,  used to obtain the electron-transfer 
rate constants, and eq 11, relating the rate of electron transfer 
to free energy and solvent reorganization changes, a distribution 
of reactants and products is neglected. Both equations assume 
reactants at an encounter distance, R. The best fit R values listed 
for TS/FN and DMES/FN in Table I1 correspond to center- 
to-center edge-on contact van der Waals radii between these two 
sets of reactants. If the larger R values listed for reactant sets 
TS/TCE and DMES/TCE are valid, eqs 5 and 11  would not be 
explicitly applicable. A more general representation of elec- 
tron-transfer reactions includes and geometricaP2 
distributions of reactants and products. For a reaction at r = R, 
involving neutral reactants, large relative to the solvent, the bi- 
molecular rate constant given in eq l l  follows from eq 12. 

k, = KLm(exp[-a(r - R)])(exp[-AG*(r)/kfl)9 dr (12) 

(28) Efrima, S.; Bixon, M. Chem. Phys. 1976, 13, 447. 
(29) Dogonadze, R. R.; Kuznetsov, A. M.; Vorotyntsev, M. A. Phys. 

(30) Schmickler, W. J .  Chrm. Soc., Faraday Trans. 2 1976, 72, 307. 
(31) Marcus, R. A. Inf. J .  Chem. Kinef. 1981, 13, 865. 
(32) Siders, P.; Cave, R. J.; Marcus, R. A. J.  Chem. Phys. IW, 81,5613. 

Status Solidi B 1972, 54, 125. 

Consistent with eq 1 1 ,  AG*(r) = [(X(r) + AG)2/4A], and K is 
approximately3' lOI3 M-' s-l. The contributions to the observed 
ka from reactions at r > R will then obviously depend on the values 
of a, about 2 A-' 33, and AG. 

The radial and, depending on the shape of the reactants, geo- 
metrical dependences of the reorganization energy are due to the 
~olvent.~' In the normal region (A + AG > 0), the maximum rate 
constant is produced when solvent molecules are perturbed min- 
imally during the reaction. This would correspond to the reactants 
forming contact ion pairs7J4 at r = R, where the local change in 
dielectric constant would not be as great as if two separate ions 
were independently solvated, as in the case of solvent-separated 
ion pairs. When this argument is extended to the inverted region 
(A + AG < 0), contributions to the observed rate from reactants 
at r > R become important as A(r) + AG - 0. Classically, the 
preference for long-range electron transfer in solution may be 
influenced therefore by values of AG, dA(r)/dr, and the ratio 
kd/k,, in addition to the effective solvent dielectric constant 
mentioned above. A study of the radial distribution of product 
states initially created in the electron-transfer reactions as a 
function of free energy change, solvent polarity, and viscosity is 
therefore of interest. In a previous communication? we reported 
the predominant formation of contact ion pairs in the reaction 
of TS and FN in acetonitrile. We have not yet employed this 
technique to study the systems TS/TCE and DMES/TCE in 
acetonitrile or other solvents. 
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A simple interpolation scheme involving the logarithms of partition functions for initial and final states in a bond-fission 
reaction is used to represent, as a function of distance along the reaction coordinate, the total partition function for the transition 
state. The inverse Laplace transform of this partition function yields a distance-dependent state count for the transition 
state that serves as input for a variational routine incorporated into a standard RRKM calculation. In this way, the number 
of states of wcalled transitional modes, in particular, is made to connect smoothly with the proper number of states of fragment 
rotations. The interpolation makes use of simple Morse potential for the breaking bond and one of two similar S-type switching 
functions: a one-parameter Gaussian and a two-parameter hyperbolic tangent, either of which gave similar results for the 
title recombinations, in essential agreement with experiment. It is shown that the negative temperature coefficient of a radical 
recombination arises primarily from the above types of switching functions, which cause a 'late" switch (i.e., at large interfragment 
distance) to product configuration. 

1. Introduction 
It is generally agreed that locating the transition state (TS, 

properties of which are denoted by asterisk) at the centrifugal 
maximum of the effective potential in simple bond-fission uni- 
molecular reactions (reactions where the reverse radical association 
proceeds without an energy barrier) is not the best choice since 
it leads to difficulties associated with the rate constant for radical 
association at low temperatures.' To alleviate this problem, a 

( 1 )  Has ,  W. L.; Wardlaw. D. M. In Bimolecular Collisions; Ashfold, M. 
N. R., Baggott, J. E., as.; Royal Society of Chemistry: London, 1989; 
Chapter 4. 
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microcanonical variational criterion is now employed? defined 
as the local minimum in G*(E*,r), the total number of states of 
TS along the reaction coordinate: 

where r is the distance along the reaction coordinate and E* is 
the internal randomizable energy of the transition state (cf. eq 
26). If the solution of eq 1 for a local minimum is r = r&, then 
the property of interest is G*(E*,r&), understood to be evaluated 
at r = rmin. 

dG*(E*,r)/dr = 0 (1) 

(2) Wardlaw, D. M.; Marcus, R. A. Ado. Chem. Phys. 1987, 70, 231. 
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