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Summary

This paper provides an overview of research in estimation techniques, their application, and the devei-
opment of generalized estimation systems at Statistics Canada. In Canada, the demand for more detailed
and better quality cross-sectional data related to various socio-economic issues has increased significantly
in recent years. Also, there has been increasing interest in longitudinal data to better understand and
interpret the relationships among variables, necessitating the implementation of a number of large scale
panel surveys by Statistics Canada. The paper briefly discusses estimation for longitudinal data and a
weighting approach developed for cross-sectional data from these surveys. For cross-sectional household
and business surveys, as well as the census of population, appropriate calibration estimators developed for
each situation are briefly discussed. In addition, regression composite estimation, a method developed to
improve the quality of cross-sectional estimates from rotating panel surveys such as the Canadian Labour
Force Survey, is presented. With regard to more detailed cross-sectional estimates at sub-provincial lev-
els, different approaches to small area estimation developed for various programs are also presented.
We summarize the various modules developed for the Generalized Estimation System. Important new
developments within the system include two-phase estimation as well as the estimation of variance for a
number of imputation procedures. We briefly review the status of current estimation research on selected
topics as well as the direction of future research.
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1 Introduction

As the country’s national statistical agency, Statistics Canada conducts a wide range of surveys to
shed light on the critical social and economic issues facing Canada and its provinces. In addition,
the Census of Population provides benchmark information on the Canadian population and its
demographic, social and economic conditions at small geographic levels and for sub-populations
that cannot be generated through surveys. The surveys conducted by Statistics Canada vary greatly in
their periodicity, content and complexity. They range from simple ad hoc cross-sectional surveys to
a number of complex periodic (monthly to annual) and longitudinal household and business surveys.
There are a number of challenging issues related to sample design, data collection, data processing
and data analysis in our major cross-sectional and longitudinal surveys. However, in this paper we
have restricted our discussion to research, development and application of estimation techniques to
major Statistics Canada surveys.

The primary objective of most cross-sectional surveys is to produce unbiased (or nearly unbiased)
estimates of levels such as totals, means and ratios and also estimates of change from repeated
surveys, with associated measures of precision. In providing estimates from these surveys, the
weighting and estimation methods reflect the sample design followed in each case. Further, to
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improve the efficiency of these estimates, information on suitable auxiliary variables is incorporated
in the estimation process and the original sampling weights are adjusted to obtain calibrated weights
whose totals match benchmark constraints. This is usually achieved through raking or regression
methods. Numerous estimation procedures for cross-sectional surveys have been consolidated in a
generalized estimation system (GES). This development, described in section 2, unifies a wide variety
of estimation procedures using auxiliary data under one umbrella, using regression (or generalized
regression-GREG). Recent developments in calibration have also been implemented in GES, using
algorithms that are based on linear programming techniques. Variance estimation for the GREG
estimator uses the Taylor or jackknife procedure.

In section 3, we briefly describe the use of regression estimators in two of our major monthly
surveys, namely the Labour Force Survey (LFS) and the Survey of Employment, Payrolls and Hours
(SEPH), as well as in the Census of Population. Variations of regression that take account of the design
and level at which the estimates are produced are briefly discussed, along with the corresponding
variance estimates. Further, a new regression composite estimator which improves the quality of
LFS estimates by exploiting the rotating panels of the LFS design has been developed. This variation
on traditional composite estimation ensures the internal consistency of estimates while achieving
significant efficiency gains for key variables.

Section 4 deals with the challenges presented by longitudinal surveys. While cross-sectional data
are suitable for monitoring socio-economic patterns and trends, they do not provide information on
social processes per se. Rather, it is longitudinal surveys, where data are collected from the same
respondents over a period of time, that provide the opportunity to better understand and interpret the
underlying causal relationships among variables, such as whether it is low income that leads to poor
health or failing health that leads to a decline in income. The resuiting in-depth analyses of various
phenomena will provide new information for policy changes that can affect Canadians. To respond
to these information needs, Statistics Canada has launched several household panel surveys on topics
such as labour, income, health and education. Also a new business panel has been launched recently
where data on both employees and employers are collected longitudinally. Important design features
of these longitudinal surveys, along with weighting and estimation issues, are given in section 4.

Although the primary objective of these surveys remains the production of longitudinal data
series, there is growing demand for deriving cross-sectional estimates from them, enhancing their
cost-effectiveness. This has implied that their sample design takes this factor into account, and that
estimation procedures satisfying cross-sectional as well as longitudinal requirements be developed.
Similarly, the requirement for more detailed cross-sectional estimates at sub-provincial levels has
meant that different approaches to dealing with small area estimation had to be developed. These
approaches, including design modifications, accumulating data over time, combining data from
different sources and using model-dependent estimators are covered in section S.

Recent work on variance estimation is described in section 6. This includes a brief overview of
developments in variance estimation in the presence of imputation. Section 7 discusses developments
on several estimation topics. Finally, in section 8, we briefly mention the general direction of future
research and development on estimation-related issues. In addition to the references cited in this
document, research and development work done at Statistics Canada is documented in a series of
internal methodology working papers not cited here.

2 Regression Estimation and Generalized Systems

The need to automate increasingly complex estimation and variance estimation procedures was
recognized in the mid-eighties. The rationale for the development of generalized systems for au-
tomating estimation is described in Outrata & Chinnappa (1989). Generalized estimation systems
have the property that they can be applied to a wide variety of survey designs and estimators. Gen-
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eralized estimation software has several advantages over customized software, including (i) reduced
maintenance costs and training due to staff rotation; (ii) a unified single systems architecture and
methodology; (iii) flexibility for the methodologist to try out different estimation procedures for a
given survey; and (iv) the embedding of new systems and methodological advances.

Several estimation packages have been developed elsewhere using different approaches for the
methodology framework. These include LINWEIGHT (Bethlehem & Keller, 1987), PC-CARP
(Schnell et al., 1988), SUDAAN (Shah et al., 1989), CLAN (Andersson & Nordberg, 1994),
WESVAR (from Westat) and others. These packages have several features in common with re-
spect to the sampling designs that they accommodate and the parameters that they estimate. For
instance, a common feature is that they al! handle stratified clustered probability-proportional-to-
size (PPS) sampling designs with and without replacement. Common estimated parameters include
population totals, means and ratios. The differences between these packages are with respect to (i) the
availability of analytic features such as regression, quantiles, logistic regression, and two-way table
analysis and (ii) variance estimation procedures (Taylor, jackknife, or replication). The estimation
procedures for a variety of sampling designs used at Statistics Canada are increasingly incorporating
auxiliary data. Therefore, the framework adopted for building a generalized estimation system (GES)
is based on the use of auxiliary information, and of the generalized regression estimator (GREG).

2.1 Sampling Designs and the GES

Specifications for a general estimation system were initially written in 1990 and 1991. A detailed
description of the methodology can be found in Estevao, Hidiroglou & Sérndal (1995). GES is
built around the following elements: the sampling plan, the population parameters to be estimated,
the use of auxiliary information, and domains of interest. The sampling designs include (i) single-
stage designs such as stratified simple random sampling with and without replacement (SRSWR
and SRSWOR), (ii) stratified cluster sampling and stratified PPS sampling, (iii) stratified multistage
designs with the components computed one stage at a time, and (iv) stratified two-phase sampling with
the sampling units drawn using SRS within each stratum at each phase. GES computes estimates of
totals, means, and ratios with their associated measures of reliability given that auxiliary information
has been incorporated in the estimation process. This auxiliary information can cut across design
strata, or be included within them. This allows the computation of most of the commonly used
estimators in survey sampling, including separate and combined ratio or regression estimators {or
intermediate combinations), poststratified estimators (separate, combined, or mixed), and others such
as the raking ratio estimator. Estimates and their associated measures of reliability are computed for
user-specified domains of interest.

PPS with and without replacement sampling have been incorporated for one-stage stratified sample
designs, with the estimated variance being computed only for with-replacement sampling. The
reason for this is that the estimated variance for PPS without replacement schemes requires the
computation of joint selection probabilities. The computation of such joint probabilities is usually
not trivial and differs among the many selection mechanisms that exist for drawing PPS samples
(see Brewer & Hanif, 1983). Approximations exist for eliminating the need to compute these joint
selection probabilities. These approximations alter only slightly the estimated variance for PPS with
replacement schemes by incorporating correction factors for each sampled unit.

2.2 Regression Estimation

The straight expansion estimator of a population total Y is

Y= wey

kes
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where y; is the value of the characteristic of interest for the kth unit in the sample s. Here, w;
is the design weight adjusted for unit nonresponse. Let X denote a vector of p known population
totals, sometimes referred to as control totals. For example, in a household survey, these could be
the number of people in various age-sex groups. Let z; = (xu,, X%y on X ,,k) be the corresponding
set of variables for the kth unit in the sample. In the age-sex example, each element of this vector
indicates whether or not the kth individual is in the corresponding age-sex group. Thus X is the sum
of the x; over the whole population. The generalized regression estimator of Y is

VoA
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This estimator has the property that Xoreg = X, ie., it reproduces all the control totals exactly.
Let

X=[z, &, ....¢,)

be the n by p matrix of auxiliary variables for the sample. It can be shown that if the n-vector of
ones is in the column space of X then the GREG estimator simplifies to

Yoree = X'B.

In practice, this is often the case since one set of auxiliary variables, such as age-sex groups, are
mutually exclusive and exhaustive. As long as each age-sex group contains at least one person in the
sample, then the above condition holds. The condition also holds if the estimation area is partitioned
into geographical regions which are all used as auxiliary variables: as long as there is some sample
in each region, then the unit vector will be in the column space of X.

The GREG estimator can be written as

Yores = ) e i,

kes

where
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Here, we have implicitly defined the g-factor gi. In the case where the auxiliary variables include a
mutually exclusive and exhaustive set of categories, this reduces to

—~1
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The weights i, are called regression, calibration or final weights.
A more general form of the GREG estimator uses the g-factor

-1
nmte (-8 (TuiE) %

Some surveys conducted by Statistics Canada use these more general estimators—see section 2.3.
A disadvantage of the GREG estimator is that the resulting final weights @, may be negative,

Ty T,
)
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smaller than one or very large. A number of authors including Huang & Fuller (1978), Deville &
Sidrndal (1992), Singh & Moh! (1996), Rao & Singh (1997) and Théberge (2000}, have developed
procedures that ensure that the calibration weights are bounded.

The variance of );'GREG can be estimated by

VTAY (}A’GREG) = 22(1 = fer) ez

k,0€s

where the finite population correction factor fy = wy/wi wy, zx = Wy €, Wy = 1 /gru, where my
is the joint probability of including units k£ and / into the sample, and ¢, = y, — x; 8. It should be
noted that GES does not necessarily compute the variances in the double sum form. For example, in
the case of stratified SRSWOR the computational form is

H
1 -
vray (Yareo) = ) At [ 3 (@ — )

h=1
where n, is the number of sampled units in stratum 4, fj is the associated finite population factor,
Zx is the mean of the z; variables in stratum 4, and H is the number of strata. For PPS sampling with
replacement, the correction factor f, disappears.

The jackknife can also be used to estimate variances for surveys with multistage designs, where
each stratum contains a sample of several first stage units (FSUs). To estimate the jackknife variance
of Yoreg, we begin by deleting, from stratum 4, an FSU j and adjusting the weights of the sample
in the remaining FSUs in stratum h to compensate for the deleted sample. This produces an estimate
YGreGg(rj) of Y. This is repeated for all FSUs and all strata in a province. Typically, there are several
hundred FSUs in a province. The jackknife variance estimate of ¥ is

lJ]

2 (?GREG) = i 2 = | Z (?GREG(hj) - 1?Gmsc,)z
h=1 j=1

np

where n;, is the number of FSUs in stratum h and H is the total number of strata. For a recent survey
of replication-based variance estimators, such as the jackknife, used in complex surveys, see Rust &
Rao (1996). '

To estimate the variance of a ratio Y/Z of two totals, such as the unemployment rate, we simply
replace ¥ and }7(,, j) in the above variance formula by Y/Z and }7’(;, N/ .’20. ) Tespectively.

2.3 Regression Estimation for Two-Phase Sampling

Two-phase sampling ts increasingly being used at Statistics Canada due to the wealth of timely
administrative data of reasonably good quality that is becoming available. This is especially the case
in business surveys where this procedure has been used for several annual and sub-annual surveys.
Examples include the use of two-phase sampling annually (Choudhry et al., 1989; Armstrong &
St-Jean, 1994), and sub-annually (Binder er al., 2000; Hidiroglou et al., 19953).

Point estimation and variance estimation procedures for this growing set of varied two-phase
designs have been developed for eventual integration in GES. Hidiroglou & Sirndal (1998) developed
a general framework for estimation in two-phase designs with the use of auxiliary information. A short
description of this general setup is as follows. A first-phase probability sample s;(s; € U) is drawn
from the population U, according to a sampling design with selection probabilities w1, = P(k € s1).
Given s, the second-phase sample s2(s; € 51 € U) is selected from sy, according to a sampling
design with selection probabilities mox = P(k € s2|5,). We assume that 77, > O for all ¥ € U and
7 > O for all k € s;. The first-phase sampling weight of unit & is denoted as wy; = 1/7y, and the
second-phase sampling weight as wy = 1/m. The overall sampling weight for a selected unit is
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w; = Wiy W

Given that the design weights incorporating the first- and second-phase design weights are w; =
wix wo We seek a set of calibrated weights Wy that lie as close to them as possible. These weights
are computed through two successive stages of calibration. First-phase calibration factors gy are
computed as stated in section 2.1. Let these first-phase calibrated weights be Wy, = wy, gix (k € 51).
Given positive factors {g3, : k € s} the overall calibrated weights @} are obtained by minimizing
a distance function subject to the additional constraint that the resulting g = i} /(w1 wa) factors
are bounded above and below. The resulting estimator of total is YeaL = 25, W¢ yx. The first order
and second order inclusion probabilities are used in the variance formula. Two sets of regression
residuals, one for each phase, are also required. The estimator of the variance is given by

v (?CAL) = ;Z ware (1 = fue) 2z + Z wye wie (1 = fare) 228 22

A 1178 k, lesy

where correction factors fixe, fore, Wik, Wake, are defined as before. Also, zy, = Wy ew, Zzx =
Wk ex, where Wy, = W, /Wy, and the residuals are estimated from the implied regression models fit
at each phase. Again, the above variance is not necessarily computed using double sums for designs
that do not require it. Sdrndal ez al. (1992) show how the numerical computations can be simplified
for a two-phase design that involves an arbitrary sample design at the first phase, and a second-phase
sample from an arbitrary re-stratification of the first-phase sample. More recent developments in this
area are described in section 6.

3 Cross-sectional Surveys
3.1 Estimation in Household Surveys

Most household surveys conducted by Statistics Canada are related to the Labour Force Survey
(LFS): they are either supplements to the LFS, or use former LFS-sampled households, or use the
LFS frame to select non-LFS households. As a result, these surveys tend to use the same or similar
estimation methods as the ones used by the LFS. In this section, therefore, we will focus on the LFS.

The Canadian Labour Force Survey is a monthly survey of 53,000 households. The survey has
a complex multistage design consisting of six rotation groups. Each month, the households in one
rotation group are replaced, and each household stays in the sample for six consecutive months. All
members of a selected household are in the sample, but children less than fifteen years of age do not
receive a labour force questionnaire. The LFS publishes monthly, annual and three-month average
estimates for labour force characteristics by industry, occupation, demographic group and various
levels of geography. It also publishes data on wages, union membership and hours of work. For
a detailed description of the methodology of the LFS, see Singh et al. (1990) and Gambino et al.
(1998).

The LFS uses a generalized regression estimator to produce estimates. It is based on the estimator
described in section 2.2. This approach exploits the availability of demographic estimates for various
age-sex groups, subprovincial Economic Regions and Census Metropolitan Areas to improve the
quality of the straight expansion estimator. This estimator was adopted by the LFS in 1988 following
a comparison between the GREG estimator and the raking ratio estimator used before 1988. This
work is described by Lemaitre & Dufour (1987), who also showed how the regression approach can
deal effectively with a long-standing problem, namely, the desire to have a unique final weight for
all members of the same household. Their approach, which was adopted by the LFS, amounts to
replacing the indicators x; for person k in the regression matrix X with the average vector for the
household. For example, in a household of five people, if there are two male infants, then everyone
in the household has a value of 2/5 for the “indicator” for the male 0—4 age-sex group. See Lemaitre
& Dufour (1987) for details.
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For variance estimation, the Labour Force Survey uses the jackknife, as described in section 2.2.

3.1.1 Composite estimation in the Labour Force Survey

Until January 2000, the Labour Force Survey did not use the fact that five-sixths of the LFS sample
is common between consecutive months to improve published estimates. It is well known that in
a rotating sample design the common sample can be used to produce a better estimate of change
compared to simply taking the difference between the usual estimates for two consecutive months.
This improved estimate of change can then be used to improve the estimate of level. For example,
the traditional K-composite estimator is a linear combination of the usual estimate of level, say a
regression estimator, and another estimate of level obtained by taking last month’s estimate of level
and updating it using an estimate of change based on the common sample, i.e.,

?f =K x ?, +(1-K)x [?,E__l +Changecommon]

where the superscript ¢ denotes a composite estimate, ¢ denotes the current month and ¥ denotes
an estimator of the variable of interest. Although traditional composite estimators lead to improved
estimates, they suffer from a number of drawbacks such as consistency of estimates (in the sense of
parts adding up to totals). Therefore, this kind of composite estimation has not been implemented in
the LFS.

We present a brief description of an estimator which we will refer to as the regression composite
estimator. This estimator deals simultaneously with all characteristics that are to be “composited”
and takes care of the consistency issue. The method has the operational advantage that it fits well into
the estimation framework used by the LFS—the characteristics of interest enter into the estimation
procedure as control totals. It also has two essential properties: each sampled household will have a
single weight (i.e., the weight does not depend on the characteristic of interest) and parts will add
up to the corresponding total (e.g., the sum of employed and unemployed will still equal the size
of the labour force, which is not the case in the traditional approach where each variable is treated
separately).

The regression composite estimator implemented in the LFS extends the regression estimation
method used by the survey by adding several labour force characteristics, based on data from the
previous month, to the set of demographic characteristics used as auxiliary variables in the past. Thus,
to the demographic controls for the current month mentioned in section 3.1, we add controls for the
previous month such as employed, unemployed and not in labour force at the provincial level and for
broad age-sex groups, and employment in several industries such as agriculture and construction.

Let y denote one of the above labour force variables and let ¥ denote its population total. The
new estimator uses the estimate of Y from the previous month as an auxiliary variable. This is
achieved by first modifying last month’s individual weights to reflect the current month’s population,
resulting in an adjusted estimate }A’,‘_l for last month’s total. Then the weights for the current

month are adjusted so that & | ¥, — (estimate of change based on the common sample)] +(1-a

estimate of last month’s total based on the common sample] equals f’,‘_ I

Singh et al. (1997) treated the two terms in the square brackets separately (i.e., as separate
regressors). The use of a linear combination of the two terms was suggested by W. Fuller (1998).
The choice & = 1 results in an estimator that performs well for change, and @ = 0 for level. Thus the
choice of & depends on the relative importance one gives to estimates of change versus estimates of
level: & is chosen close to one if change is much more important than level. The LFS uses the value
a=2/3.

Unlike the demographic totals, the new control totals are random variables, and this must be
taken into account when estimating variances. This is accomplished by jackknifing the new control
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totals as well. Note that, like the demographic controls, the new controls are incorporated in the
estimator simultaneously. This differs from the traditional K -composite estimator which treats each
characteristic y separately.

For the employment characteristics that are controlled in the regression process, there can be
substantial improvement in efficiency as measured by their variance. For example, our studies show
that for employment estimates in certain industries whose regression estimates are volatile, the gain
in efficiency can exceed 40 percent. For province-level employment and unemployment estimates,
the efficiency gains are more modest, typically in the five to ten percent range. For estimates of
month-to-month change, the gains can be much more pronounced, especially for @ close to one. For
example, when a = 1, the variance of the estimate of month-to-month change in employment in
Ontario is cut in half. For change in employment in some industries, the variance is reduced even
more. One important consequence of the latter result is that certain time series which could not be
seasonally adjusted effectively in the past are adjustable when regression composite estimation is
used, i.e., it increases the signal-to-noise ratio sufficiently to allow the seasonal adjustment procedure
to detect the seasonal pattern. Based on these encouraging results, the LFS implemented regression
composite estimation in January 2000.

3.2 Estimation in the Canadian Census

The Canadian Census of Population is conducted every five years. Out of every five households in
the population, four get a short questionnaire containing basic demographic questions. The remaining
households get a long questionnaire which is used to compile detailed information on the Canadian
population. Various procedures to weight the detailed information are possible. Since the households
that get the long questionnaire are selected systematically, one approach is simply to apply a weight of
five to each household. This simple approach, however, can lead to substantial discrepancies between
estimates based on the long questionnaire and counts based on the whole population for demographic
characteristics, particularly for very small areas. In this section we describe the weighting procedure
adopted for the 1991 and 1996 censuses, which improves consistency between weighted sample
counts and population counts.

For each census, Canada is divided into Enumeration Areas (EAs) containing approximately 250
households each. For estimation purposes, the EAs are combined into weighting areas (WAs). On
average, each WA consists of 7 EAs. For the 1986 census, raking ratio estimation (Brackstone &
Rao, 1976, 1979) was used to make estimates of key WA-level population counts, such as the number
of males in the WA and the number of people in various age groups in the WA, agree with the full
population in each WA. However, as described by Bankier er al. (1992, 1997a), there were often
substantial discrepancies between estimates and population values at the EA level. To deal with this
problem, a two-step GREG procedure was developed for the 1991 Census. The two-step procedure
uses GREG at both the EA level and the WA level, using the population totals at the EA and WA
levels as control totals, to produce a final weight for each person and household in the 1-in-5 sample.
The initial sampling weight is multiplied by an EA-level based g-factor and then by a WA-level
g-factor, with each g-factor coming from an application of GREG at the corresponding level. The
GREG procedure can be described using the notation in section 2.2.

Since EAs can have a small sample, the final weights obtained by blindly applying GREG can be
extreme, i.e., either very large or negative. To deal with this problem, Bankier et al. (1992) developed
a procedure to reduce the number of controls to ensure that the final weights fall in the interval [1,25].
Briefly, they

- drop all constraints involving fewer than 60 households
- look for constraints that are exactly linearly dependent and drop the one that applies to the
fewest households
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- look for constraints that are nearly linearly dependent and remove constraints to eliminate the
dependence

- if some final weights are still outside the interval [1,25], identify the constraints whose removal
would eliminate the probiem.

Bankier et al. (1992) give the details of how each of these steps is performed. They also present
a detailed comparison of this method with the raking ratio method used in the 1986 census and a
one-step GREG method. The new method showed better performance, especially at the EA level. It
was applied successfully, in a completely automated fashion, to all 5730 WAs in the 1991 census.

3.3 Estimation in Business Surveys

Business surveys vary in their periodicity (annual, subannual), the frame that they use for sampling,
the sampling unit they use, the target population, and in their sampling and estimation procedures.
We will discuss the methodology for the Survey of Employment, Payrolls, and Hours (SEPH) as it
represents the newer methodology to be used in our sub-annual business surveys. SEPH is a monthly
survey that collects data on employment, payrolls, working hours, overtime pay and hours, summa-
rized earnings and categories of employment. The primary objectives of the survey are to provide
monthly estimates of the total number of paid employees, payrolls, average weekly earnings, average
weekly hours and other related variables at the three digit Standard Industrial Classification (SIC)
level for Canada and the provinces. The survey covers all industries except agriculture, fishing and
trapping, private household services, religious organizations and military services.

The current design for SEPH consists of two independent samples drawn monthly from two sep-
arate frames representing the same population: an administrative sample (or payrolls sample) and
an establishment sample. There is not a one-to-one correspondence between payroll accounts and
establishment, but the set of all payroll accounts and the set of all establishments cover the same
population. The payroll sample consists of some 200,000 payrol! deduction (PD) accounts sampled
systematically (using the last digit as control). Payrolls and number of employees are provided by
this sample. The establishment sample, consisting of some 10,000 establishments, is drawn from
the Business Register, and the full range of SEPH variables is collected. The sample is stratified by
major industry (such as retail trade, wholesale trade, etc.), by geography (groups of provinces) and
by size (take-all, take-some). Rotation of the take-some establishments (the smaller establishments)
occurs monthly, with selected establishments staying in sample for at most 12 months, and rotated
out establishments staying out of the sample for at least 12 months.

The estimation process, described in mathematical notation below, uses auxiliary data from the
administrative sample, where known counts are used to adjust the weights. This results in poststrat-
ified estimation, allowing the usual stratified SRS variance to be used. The establishment sample
is used to obtain a regression model for the estimation of totals for variables not collected in the
PD sample. Using total hours as'an example, a linear regression is estimated across groups of strata
(model groups) using the payroll sample data. Total employees and total payrolls for the month are
the independent variables, while total hours and summarized earnings are the dependent variables.
Using total employees and total payrolls reported on the administrative sample as the auxiliary vari-
ables, parameter values from the regression are used to predict total hours for each unit in the model
group. Ratios of total hours by category of employee to total hours are also estimated. Finally, the
ratios are used to prorate the total into categories of employee (part time/full time).

For a given domain Uy, the PD administrative totals (employment and payrolls) are estimated

from the administrative sample s; as X((d) = 2., Wik T14(d), where Wy = N,,/[C’,,J Wik, Np, is

the number of PD accounts for a given partition of the administrative universe, N » is estimated from
the administrative sample s; and wy; is the original sampling weight for unit k € s;. The estimated
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variance for X is the standard post-stratified variance.

Regression coefficients are obtained separately in each of Q model groups. A model group is
a group of strata in which there is a strong relationship between the auxiliary variables and the
dependent variables. Obtaining a different regression for each model group produces better results
than using one global regression since the relationship between variables varies widely from group to
group. The model groups are determined ahead of time. Thus we obtain Q regression coefficients b,,
one per model group. The vector b, corresponds to 3 from section two. The predicted variabies are
produced by multiplying &, by b,. This yields the following estimator for the predicted variables
(say y) for domain U,.

. Q
Yd) =) > Wuz(db,
q=1

where b, is obtained by regressing y; on the x variables (xx, say) available from the establishment

sample. That is, b, = (Z% wor T2 4 :r’u /&;k) l an W T y,,/&%k where s, is the subset of
the establishment sample s; where the fit between y; and x; was obtained, xy; are the data that
correspond to the 24 data from the administrative source, and &%,‘ is a variance factor that results
in homogeneous residuals. The estimated variance is obtained by recognizing that Yd)isa product
estimator. The estimated variance is made up of two components, one due to the post-stratified
estimator for the administrative sample, and the other due to the predicted regression fit from the
establishment sample. More details of the methodology are available in Hidiroglou (1995) and
Rancourt & Hidiroglou (1998).

4 Longitudinal Surveys

Recognizing a growing need to understand the determinants of changes in the Canadian population
and the necessity to use this knowledge in policy development, Statistics Canada has launched
several major panel surveys in recent years. Many dynamic aspects of the Canadian population are
covered, such as labour, income, health and education. Also, to respond to an increasing demand for
longitudinal information about businesses, a business panel survey has recently been introduced. A
comprehensive account of the methodological issues in longitudinal surveys is given in Kasprzyk
et al. (1989) and Binder (1998). The journal Survey Methodology (1998) contains a special section
on selected papers presented at the international symposium sponsored in 1997 by the International
Association of Survey Statisticians. In this section, we give an overview of the design, weighting
and estimation issues specific to longitudinal surveys and present a summary of current research in
the modelling of longitudinal survey data.

4.1 Some Design Features of Canadian Longitudinal Surveys

The basic design characteristics of ongoing longitudinal surveys are summarized in Table 1 in a
comparative manner using a list of “design decisions for a panel survey” by Kalton & Citro (1993).
A brief review of the objectives of these surveys is given below.

The goal of the Survey of Labour and Income Dynamics (SLID) is to collect data from Canadian
families and individuals to support studies of employment-unemployment dynamics, life-cycle labour
market transitions, job quality, quality of working life, family income mobility, dynamics of low
income and change in family circumstances.

The main objective of the National Population Health Survey (NPHS) is to provide comprehensive
information on the health status of Canadians over time, and to measure the effects of socio-economic
and environmental factors, and the relationship between utilization of the health care system and
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Table 1
Some Design Characteristics of Canadian Longitudinal Surveys
SLID NPHS NLSCY WES

Longitudinal 1993, 1996, 1999, ... 1993 1994-95 (First panel) Canadian firms

Reference Non-institutionalized | All residents of age Children of age 0-11 and employees

Population residents of 10 12+ as of 1998

provinces of age 16+

Longitudinal All individuals in A longitudinal Up to two children in A representative

Respondents originally selected individual selected originally selected for the employer,

households from the originally households and a selected
selected household employee

Additional Cross- Cohabitants of the Cohabitants of the The most knowledge- NA

Sectional longitudinal longitudinal able person about the

Respondents individuals individuals longitudinal individual

(usually a parent),
teachers and the
school principal’

Length of the panel | 6 years Up to 20 years At most 25 years At least 4 years
for workplaces
and 2 years
for employees

Length of the Varies Varies Varies (from a { year

reference period (1 moath to 1 year) (1 month to 2 years) current observation

to up to 2 years)

Number of waves 6 Upto 10 Atmost 12 At least 4 for the
workplace, and 2
for employees

Overlapping of Yes, two panels No Yes No

_panels
Panel sample size 15,000 households 20,000 individuals 18,000 children 7500 establish-
- 31,000 individuals (first panel) ments and about
40,000 employees
Sample design LFS? (2 rotations) LFS and ESS’ LFS (9 rotations) 1-stage stratified
(in Quebec) for employers
and 2-stage
stratified for
employees

Tracking and All longitudinal All longitudinal Longitudinal individual | Longitudinal

tracing individuals while stay | individuals workplace and

in Canada and USA employee

Data collection CAPI, Tax Admin CAPI, CATI CAPI, mail-mail (self CAPI and CATI

method Data administered), face-

to-face

Data collection January (Labour) June, August, November, February, April, May, June,

period and May (Income) November or March or May July or August

Special Additional | Top-up samples Top-up sample Extra “Buy-in” samples | A sampie of births

Samples for Cross- | from the relevant from the relevant for provinces. An before each

Sectional Purposes | cross-sectional cross-sectional additional sample odd wave*

population, (about population. Extra of births (0-23
7500 households). “Buy-in" samples months old) starting
samples for provinces | with the 2 wave*

! Residents in institutions are covered by a separate institutional component

2 LFS - Canadian Labour Force Survey

3 ESS - Enquéte Sociale et de Santé in Quebec

4 This addition is actually a new panel that will be followed longitudinally

3 The role of these essentially cross-sectional respondents is to enrich information about the longitudinal individuals
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individual well-being.

The purpose of the National Longitudinal Survey of Children and Youth (NLSCY) is to monitor
the development and well-being of Canada's children as they grow from infancy to adulthood, that is,
to measure various biological, social and economic characteristics and risk factors among children
and youth, and to aid in developing effective policies and strategies to support young people.

The objective of the Workplace and Employee Survey (WES) is to follow an integrated sample of
employers and employees in order to determine and study the relationships among different strategies
and approaches to management and human resource practices on the employer side, and the resuiting
outcomes concerning job stability, use of technology, training and earnings on the employee side.

4.2 Longitudinal Weighting and Estimation

All three longitudinal social surveys use the frame and design features of the Canadian Labour
Force Survey, whose design was described briefly in section 3.1. The exception is the Quebec portion
of the NPHS which uses a sample of dwellings selected for the Enquéte sociale et de santé, a survey
managed by Santé Québec.

Data collected in longitudinal surveys present special analytical problems due to the dynamic
nature of the units of interest over time. The surveys start with samples of households, and then
either all the members with certain characteristics (e.g., SLID and NLSCY) or a sample of members
(e.g., NPHS) of those households are followed for the life of the panel. Data are collected not only
for the original sample of individuals but for all the persons who are living with the sample members
at the time. These persons are usually called cohabitants. While the concept of a longitudinal person
is easy to define, a longitudinal household presents a more difficult notion, so usually the household
characteristics are considered as characteristics of the persons.

Longitudinal surveys are sensitive to the adverse effects of sample attrition. Unit losses over time
occur because of death, migration, inability to trace, and refusal. Nonresponse for these reasons
accumulates with each wave, weakens the precision of estimates and leads to bias due to sample
unrepresentativeness.

Complex procedures have been developed to determine the response homogeneity (weighting)
groups in the second wave (and subsequently) based on detailed information available for respon-
dents from the first wave. Two model-based approaches for creating response (weighting) groups
have been used: a segmentation algorithm like CHAID has been used in NPHS (Tambay ez al.,
1997), and logistic regression modelling has been applied in SLID (Michaud & Hunter, 1992). In
the first case, the algorithm creates clusters that are maximally different in propensity to respond
provided that the members of the same cluster have a very similar propensity to respond. In the case
of the logistic regression approach, the probability to respond is modetled using a set of available
covariates, and then the response (weighting) groups are formed using significant covariates in such
a way that the probability of response for all individuals within a group is the same. The response
groups are further used in a reweighting procedure (Stukel ez al., 1997), or for imputation in the case
of partial nonresponse.

The last essential step in obtaining the final longitudinal weights is post-stratification, or more
generally, calibration where the weights are adjusted so that the weighted counts (totals) for selected
domains (post-strata) are equal to known population counts (totals) for these domains pertaining to
the panel’s year of selection (Latouche & Michaud, 1997).

Longitudinal weighting is a multi-step process carried out independently for each panel, and is
essentially done for each wave. For example, the first panel of SLID results in six longitudinal files
with six sets of longitudinal weights. A set of criteria determines whether a person is eligible for
longitudinal weighting. A person may be eligible for longitudinal weighting but the survey data are
not collected; examples include movers into institutions.
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Longitudinal estimates are calculated using the final longitudinal weights assigned to the persons
in the longitudinal sample. New entrants (e.g., 0-23 month old children in the NLSCY) may be
included in the analysis for periods beginning after the start of the panel.

The complexity in calculating the longitudinal weights has inspired research on alternative weight-
ing of longitudinal data (Dufour ez al., 1998). A method was developed for the decomposition of the
difference between the initial and the final weights according to the major stages in a weighting pro-
cedure: the initial (probability) weighting, the non-response adjustment, and the post-stratification.
The method allows comparison of weighting procedures through the analysis of the impact of differ-
ent stages on the final weights. A study conducted to compare the two methods for determination of
the response (weighting) groups, i.e., the logistic regression and the segmentation method, showed
that the segmentation method is better in creating the more efficient response homogeneity groups.
This study also showed that some steps in the very complex weighting scheme can be simplified
with minimal loss in efficiency. This is especially important for variance estimation via resampling
methods which requires the repetition of the complete weighting process for each replicate.

Much of estimation for longitudinal surveys is associated with measuring change. Typical longi-
tudinal quantities that are estimated from the longitudinal samples are gross changes and transition
rates from one state to another.

Variance estimation presents a special challenge. Currently, the jackknifing methodology has been
adapted and used for variance estimation of both longitudinal and cross-sectional estimators. For the
public use microdata files derived from the NPHS, the bootstrap method was suggested as the most
suitable, under confidentiality constraints and considering disclosure problems (Mayda et al., 1996).

4.3 Cross-Sectional Weighting and Estimation

Panel surveys are designed primarily for longitudinal purposes, although very often they are ex-
pected to produce cross-sectional estimates as well. In addition to the originally selected individuals
(longitudinal individuals), both new entrants to the population and cohabitants originally present in
the reference population have to be considered to maintain the cross-sectional representativeness of
the sample (see Lavallée, 1995). The main difficulties in cross-sectional estimation arise from the
dynamic aspects of a panel, such as attrition, movers, cohabitants and new entrants to the popula-
tion. There is a danger of a decline in the representativeness of a panel because of attrition; also
the representativeness of the cohabitants who joined the originally selected longitudinal persons is
always questionable. Weighting begins with computation of the basic weights for the three groups
of individuals: the longitudinal ones, the cohabitants originally present and the new entrants. For the
longitudinal part of the sample the basic cross-sectional weights are determined after the adjustment
for nonresponse. The different procedures for determination of the basic weights are developed for
different surveys and thoroughly described in the literature: for SLID —Lavallée & Hunter (1992),
Lavallée (1995); for NPHS—Tambay & Catlin (1995); for NLSCY—Statistics Canada (1997); for
WES—Patak et al. (1998). Additional complexities arise from subsampling of individuals from a
selected household (e.g., in NPHS).

Combining overlapping panels of a household panel survey (such as SLID) for cross-sectional
purposes presents special estimation problems. These problems have been addressed in Merkouris
(1997). An approach outlined there involves the initial construction of a combined cross-sectional
sample by weight adjustment of units from domains of the different panels that represent common
domains of the cross-sectional population. This is followed by the application of a weight share
procedure to the combined sample (in order to deal with the dynamic aspects of the panel). In the
final step of weight adjustment, the weights of the combined sample are calibrated to totals of the
cross-sectional population.

The problem of incomplete cross-sectional coverage remains even after the combining of overlap-
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ping panels. To rectify this problem one may select a special sample from the non-covered population
(new entrants), if available, or simply select a new sample from the cross-sectional population at
a given time. This one-time sample (also called a top-up sample), in combination with a panel
(or with overlapping panels) provides complete coverage of the cross-sectional population. The
cross-sectional estimates based on these, say, three sources (two panels of different age and a top-
up sample) can be produced from either the combined sample (where samples are combined before
post-stratification), or by the use of a combined cross-sectional estimator where the coefficients in the
linear combination of corresponding totals are chosen to minimize the variance of the combination
(Merkouris, 1997).

4.4  Analysis of Longitudinal Survey Data

Considerable effort has been directed toward research on methods for the analysis of longitudinal
survey data. An objective of the research in this area has been to adapt existing inferential methods
and develop new ones so that the survey design is accounted for.

Low income issues are one of the government’s priorities and a number of research projects have
been developed around them. The low income bound is usually defined as one half of the median
income for that size (or type) of household, or it is defined using a consumption principle as the
minimal necessary income to cover the basic needs of a household. The impact of estimating low
income bounds by cross-sectional estimates while calculating transition rates using longitudinal
weights was assessed in comparison to longitudinal estimators that use longitudinal weights for
estimation of both the low income bound and the change. Simulations were carried out under two
attrition scenarios: missing at random and attrition concentrated in low income groups. It was found
that the longitudinal estimator is less sensitive to misspecification of the nonresponse adjustment
model (Bleuer & Kovacevi¢, 1999a).

Estimation of gross flows and transition rates and their variances (Bleuer & Kovacevi¢, 1999b)
is only a starting point on which the next stage, the modelling of change, relies. Use of weight
calibration in dealing with nonresponse for estimation of gross flows is discussed by Singh et al.
(1993). In Kovacevi¢ (1999), standard log-linear models of symmetry, marginal homogeneity and
independence are modified to account for change and applied to data with temporal dependence.
Also, some implications of the survey design on parameter estimates and their estimated variances
for semi-parametric models were studied using SLID data on work absence (Hapuarachchi, 1957).

5 Small Area Estimation

With the increase in the planning, administration, and monitoring of various social and fiscal
programs at local area levels, there have been increasing demands for more and better quality data
at these levels. In Canada the quinquennial census of population provides a benchmark and serves
as the richest source of data for small areas, various characteristic domains and target groups of
policy interest. Administrative records are another increasingly important source of statistical data
(Brackstone, 1987a).

As these demands for small area/domain data relate to important social and economic issues, it is
normally the situation that some large scale surveys are already in place. In many cases, the existence
of information from such surveys, which were designed to provide reliable estimates at higher levels,
itself generates demands for lower level data. Thus survey-based small area estimates, due to their
timeliness and policy relevance, are in great demand.

In Canada, we made an early start by organizing an International Symposium on Small Area
Statistics (see the volume edited by Platek et al., 1987). There are numerous policy and technical
issues that need to be addressed in the provision of small area data. Brackstone (1987b) addresses
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these issues in the context of Statistics Canada. For more recent reviews reference should be made
to Schaible (1996) for programs in the United States, Ghosh & Rao (1994) for an excellent review
of estimation methods and M.P. Singh ef al. (1992, 1994) for an overall strategy that includes the
planning, designing and estimation stages of the survey process. For an overview of small area
methods used in practice at Statistics Canada, see Gambino & Dick (2000).

For discussion in this section, we classify the estimators in two broad categories, namely, design-
based and model-based. Design-based estimators include the direct estimator (Schaible, 1992) which
uses information on study variables only from the domain and for the time period of interest and also
the modified direct estimators (see Singh, Gambino & Mantel, 1994) which may use information
on the study variable from other domains and time periods. Both these estimators may use auxiliary
variables from other domains.

For the majority of large scale surveys, we exploit the opportunities at the design stage to obtain
significantly more efficient design-based regional estimates at the expense of small increases in the
coefficient of variation at the national and provincial levels. Survey design techniques are usually
not sufficient to achieve an adequate degree of precision at local area or rare characteristic domain
levels, through the use of design-based estimators. A combination of design-based and model-based
estimators is used in such cases. Below we present briefly the techniques used at Statistics Canada.

Combining small areas: What constitutes a small area generally differs from survey to survey
and even within the same survey from client to client. For example, for health issues, data may be
needed for health regions, for education issues it may be school boards or education planning regions
and for labour force surveys, data may be required for geo-political regions such as federal electoral
districts, employment centres, census divisions and so on.

One common feature of such areas is that they usually vary greatly in size. There are census
divisions consisting of only a couple of census enumeration areas (EAs) and also those with several
thousand EAs. One of the challenges then is to determine the actual purpose for which the data are
to be used, and in consultation with clients, to arrive at a suitable grouping of the small areas for
which reliable design-based estimates can be produced. This usually is achievable.

Pooling data over time: For periodic surveys pooling data over successive occasions to increase
the reliability of estimates is a common practice. Depending on the rotation pattern used for such
surveys, significant gains in reliability can be achieved. There may, however, be conceptual issues to
be sorted out for pooled estimates since such estimates refer to an average of the parameter of interest
(e.g., unemployment) over a period of time. Together the grouping of smaller areas and pooling over
time provide reasonable estimates from periodic surveys in many situations.

It should be noted that in both these cases, as in the case of indirect estimation, the principle of
“borrowing strength” is being used, without, however, having an explicit model.

Combined estimators: Following the work on synthetic estimation at the National Center for Health
Statistics (1968) and by Gonzalez (1973), the initial studies carried out at Statistics Canada are
reported in papers by Ghangurde & Singh (1977, 1978) and Singh & Tessier (1976). These and
several other studies reported in the literature clearly indicated that, in most practical situations, the
design-based estimators, though unbiased, can be highly unstable, whereas model-based (indirect)
synthetic estimators, though highly efficient, can be heavily biased. A natural approach then was to
consider a weighted average of the estimators in order to balance the instability of the design-based
estimator and the potential bias of the synthetic estimator.
Such a (design-model) combined estimator of a total for domain d may be written as

Vo =2a Vig + (1 = Ag) Yau
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where 714 and Yoy respectively denote the design-based and model-based estimators and X is a
suitably chosen weight (0 < A < 1). For example, Y, can be the simple expansion, ratio or
regression estimator and Y; can be similarly defined as a ratio, regression or other type of synthetic
(indirect) estimator. Many of the small area estimators proposed in the literature, both design-based
and model-based have the above form. The crucial question is the determination of the weights
A4 and the mean square error (MSE) of this combined estimator. In the following, we present two
design-based approaches developed at Statistics Canada for determining the weights. Drew et al.
(1982) proposed a sample size dependent estimator which uses the weight

" 1 if Nj>8N,
4= Na/8 Ny otherwise

where N, is an unbiased estimate of the known domain size N; and & is subjectively chosen to
control the contribution of the synthetic estimator (or the magnitude of the bias due to the use of the
synthetic component). This estimator with § = 2/3, a generalized regression synthetic estimator as
Y24 and a generalized regression estimator as ¥4 is currently used in the Canadian Labour Force
Survey to produce domain estimates. Sirndal & Hidiroglou (1989) proposed an alternative estimator
where weights are defined as

1 it Ny > Ny

L; = . h-1
(Nd / Nd) otherwise,

where h is subjectively chosen. They suggest & = 2 as a general purpose value. Note that A4 and 1,
are identical if one chooses § =1 and h = 2.

It may be noted that Schaible (1979) proposed an averaging of weights based on optimization
of the MSE of the combined estimator for several variables, whereas Purcell & Kish (1979) use a
common weight and then minimize the average MSE to get optimum weights leading to Jarnes—Stein
type weights as a special case. Singh & Mian (1995) present a generalization of the sample size
dependent estimator. For an appraisal of the developments in design and model based estimation,
reference is made to Ghosh & Rao (1994). Developments at Statistics Canada using model-based
approaches are reported in papers by Choudhry & Rao (1989), Singh & Mantel (1991), A. Singh
et al. (1994), Royce (1992), Dick (1995), Pfeffermann & Bleuer (1993), Singh & Wu (1998), and
Singh er al. (1998).

6 Variance Estimation

Variance estimation techniques have been developed, modified and applied in a number of studies
conducted at Statistics Canada. Generally, development has been concentrated in the following areas:
linearization methods and their application in variance estimation for two-phase sampling designs,
for generalized regression estimators, and for non-linear non-smooth statistics; linearization of the
jackknife variance estimator; variance estimation in longitudinal studies; empirical comparison of
different resampling methods; and variance estimation under confidentiality constraints.

Binder & Patak (1994) provided the estimating equations (EE) approach for derivation of Taylor
series approximations to the variances of a wide class of estimators from complex surveys. Next,
Binder (1996) presented several examples of application of the EE approach: the variance of the
usual GREG estimator and of the Wilcoxon rank sum test statistic. This approach was also extended
to the case of two-phase samples.

Binder & Kovacevi¢ (1995) and Kovacevié & Binder (1997) derived the Taylor linearized variance
estimators, using the EE approach, for a number of complex income inequality and polarization mea-



Estimation Methods and Related Systems at Statistics Canada 477

sures including the Gini coefficient, the Lorenz curve ordinate, the quantile share, the low income
proportion, the exponential measure, the polarization index, and the polarization curve ordinate.

In Kovadevié & Yung (1997) different variance estimation methods for complex income distribu-
tion statistics were compared empirically. Variance estimation methods included in the study are the
jackknife, the bootstrap, the grouped balanced half-sample method, the repeatedly grouped balanced
half-sample method, and the Taylor linearization method based on estimating equations. Based on
the comparison of relative bias, relative stability, and coverage properties of the resulting confidence
intervals, it was shown that the Taylor linearized variance estimators perform the best, with the
bootstrap method coming second.

Variance estimation for the generalized regression estimator in a two-phase context was derived by
Sirndal et al. (1992). Hidiroglou & Sirndal (1998) extended this theory by providing a unified and
systematized theory for two-phase sampling with auxiliary information. However, these papers did
not provide simple computational expressions that are possible when stratified sampling is implicated
at both phases. In Binder et al. (2000) such an expression is provided for the case when the first
phase sample has been restratified using information gathered from the first phase sample. Simple
expressions for variance estimation are provided in this paper for the double expansion estimator
and for the reweighted expansion estimator suggested by Kott (1995). The computational simplifi-
cations have been incorporated into Statistics Canada’s GES. Variance estimation for the same two
estimators within the jackknifing methodology was investigated by Kott & Stukel (1997). Under
a common two-phase design they found that there was a remarkable difference in performance of
the jackknife estimator for these two estimators in favor of the latter one. The linearized jackknife
variance estimator, proposed in Yung & Rao (1996), has the good statistical properties of the usual
jackknife but is less computationally intensive. The specific form of it is developed for the GREG
estimator of a total and for the ratio of two GREG estimators. It is shown empirically that for these
estimators the usual jackknife, the linearized jackknife, and the Taylor linearized variance estimator
perform similarly.

In an empirical study, Stukel ez al. (1996) investigated a number of calibration estimators with an
emphasis on the properties of their variance estimators: the jackknife and the Taylor. The conclusion
of the study was that the jackknife variance estimator had consistently smaller bias than the Taylor
estimator, although both variance estimators showed very small bias even under severe restriction of
the final weights.

Many Statistics Canada surveys release Public Use Microdata Files (PUMF) that enable ana-
lysts to perform their own analyses, but due to confidentiality constraints design information must
be suppressed. This lack of design information prevents users of the PUMFs to calculate proper
design-based variance estimates. The purpose of the PUMF variance estimation project is to find
ways to allow the users of the PUMFs to obtain better estimates of CVs than the existing method
while still ensuring the confidentiality of the survey respondents. Two methods are currently being
investigated (Yung, 1997): the use of Generalized Variance Functions (GVF) to ‘predict’ the CV
of a point estimate based on the point estimate itself, and a method to include a set of replicate
weights representing bootstrap samples which would allow the users to calculate bootstrap variance
estimators (Mayda ez al., 1996).

Current variance estimation procedures usually do not take imputation into account, i.e., they treat
imputed data the same as actual responses. This results in an underestimation of the variance, which
may be more or less important depending on the imputation procedure (mean, ratio, hot deck, nearest
neighbour, regression), the response rate, and the domains affected. Several papers have addressed
this problem over the years at Statistics Canada: Sarndal et al. (1992), Rao & Shao (1992), Rancourt
et al. (1994),Rao & Sitter (1995) and Rao (1996) to mention a few. Incorporation of variance correc-
tion procedures in the GES is emphasized in Lee, Rancourt & Siarndal (1994), Gagnon er al. (1996),
and Gagnon et al. (1997). A preliminary version of such a system, called SIMPVAR, exists. This
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system is currently not integrated with GES. The inputs required for GES include sampling design,
type of estimator, auxiliary variables, stratum information, population parameters to be estimated,
domain definitions, design weights, g-factors, and point estimates to be produced. SIMPVAR requires
additional inputs to define the imputation process: imputation method, imputation groups, auxiliary
data used for imputation, respondent flags, and donor identifiers for donor imputation methods.
The framework for the procedures in SIMPVAR is as follows. A sample s is drawn from a
population U, yielding design weight wy, and an estimator of the population total Yy, for a given
domain U; € U, would be computed as ¥; = > . Wy y if all units in the sample had responded.
Here, the calibration weight @, = w; g, includes any use of auxiliary data via calibration (g).
If we denote the response set for a given sample s as s, and the nonresponse set as sa, then
the estimator of total for the ngen domain Uy is given by Y, ré = X, W y2, where y@ takes

the value y, if k € s,, and yk otherwise. Noting that the difference between Y, r® and Y; can
be expressed as ¥ — ¥, = ( 17 Yd) + ( re - f’d), the estimated variance for ¥ is simply
vror (f’f) = Vsamp (f’f) + Vivp (f’f) + 2cov (?f, ?d). The first term Vsamp ()A’f) is computed
using the sample design and the imputed data set; that is

vsne (78) = 30 3 (1= fi) 2, @28, @),

ktles
where z,?]x (d) = wy e,ﬁx (d) and the residuals eﬁx (d) are obtained from the fit of y,? (d) on the
auxiliary data vectors z, £ = 1, ..., n. Denoting the imputed values by y,, where x; may be the z;

values themselves, the resulting estimated imputation variance is given by
o (78) = 3 3 (1 - firaf, @2§, @),
k#les

where z2, (d) = W, el (d) and the residuals e (d) are obtained from the fit of y2(d) on the

auxiliary data vectors x; when k € s,, and are zero otherwise. The covariance cov (Yt}e , Yd) is
estimated similarly.

7 Special Topics

In this section we briefly describe developments related to a few selected estimation topics that
have occurred in recent years, namely, multiple frame estimation, distribution function and quantile
estimation, two-phase sampling, and the treatment of outliers. Some other areas of research related to
estimation not discussed here include record linkage (Fellegi & Sunter, 1969; Armstrong & Mayda,
1994), statistical matching of survey data files (Singh et al., 1993; Kovadevié & Liu, 1994; Liu &
Kovagevi¢, 1996, 1997), confidentiality and disclosure issues (Robertson & Schiopu-Kratina, 1997,
Boudreau, 1997), and edit and imputation methods (Fellegi & Holt, 1976; Kovar & Whitridge, 1995;
Granquist & Kovar, 1997; Bankier et al., 1997b). Also not discussed are a number of research
initiatives in the time series area.

7.1 Multiple Frame Estimation

In a multiple-frame survey, the overall sample consists of the union of samples selected from
separate overlapping sampling frames. The union of these frames results in a frame that represents
the target population of interest. Common examples of dual-frame methodology include the case
where one frame can be sampled cheaply but does not represent the whole population, whereas
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the other frame has complete coverage but is expensive to sample. The use of multiple-frame
methodology in this context often arises in agricultural surveys where the incomplete frame is a
list frame that is out of date, and the more complete, but more expensive frame is an area frame.
Various estimators of the population total are possible, including those proposed by Hartley (1962),
Lund (1968), and Fuller & Burmeister (1972). Those estimators optimize the linear combination
of the estimators for the overlap portion of those frames. Bankier (1986) examined a variant of the
traditional multiple frame problem in the context of sampling administrative tax files. The problem
is as follows. An initial stratified simple random sample is selected from a tax data frame that is
incomplete, out-of-date, but that can be stratified by industry, geography and size. A subsequent
simple random sample stratified by size only is selected from a second administrative tax file that
is complete with respect to coverage. Bankier’s approach differs from other procedures in that he
computes a weight that is the inverse of the probability of sample units for the overlapped unit,
yielding a Horvitz-Thompson estimator of the total.

Stukel et al. (1997) adapted the Skinner & Rao (1996) “pseudo”-maximum likelihood estimator
of a population total in the context of a dual frame. The use of the Skinner-Rao procedure was in
the context of pooling of two frames. The procedure was chosen because it yields the same weights
adjustment for all variables, which was particularly advantageous for the survey of interest (NPHS),
a multipurpose survey with scores of variables of interest.

7.2 CDF and Quantile Estimation

Recently, research has been conducted to examine the application of the generalized regression
(GREG) approach to cumulative distribution function (CDF) and quantile estimation (Kovalevic,
1997). It is shown that a simple GREG estimator is asymptotically both design and model unbiased.
The problem of possibly negative g-factors is solved by imposing range restrictions and using an
iterative calibration procedure (Deville e al., 1993). By correcting the simple calibration estima-
tor for the estimated model-bias, an estimator with improved model properties is obtained. This
estimator is more efficient than the modified difference estimator suggested by Rao et al. (1990)
due to an additional utilization of auxiliary variables through the use of ‘g-factors’. However, it is
very cumbersome to compute either of these estimators when the population is large. When these
estimators are applied for quantile estimation the computational burden increases by the order of the
sample size. In that perspective, the simple calibration estimator comes out as a practical and efficient
alternative despite slightly worse asymptotic properties. A small empirical study (Kova&evi¢, 1997)
confirmed that the inversion of the simple calibration estimator of the CDF resulted in acceptably
stable and accurate estimates of quantiles. Overall, the research showed that the simple calibration
estimator of the CDF, which is computationally easy to obtain and which can be easily implemented
within the Generalized Estimation System (GES) of Statistics Canada performs comparably well for
both CDF and quantile estimation.

7.3 Treatment of Outliers

Outliers are a common occurrence in sample surveys of highly skewed populations. The impact of
an outlier on the estimate of total can be quite significant. Procedures have been developed to detect
and treat such units mostly in the context of simple random sampling. The detection of outliers
has been based on computing ordered residuals standardized by the median and the interquartile
distance as measures of location and scale respectively. Approaches that have been developed or
studied for treating outliers include changing the values of the outliers by Winsorization, (Fuller,
1991), adjusting the sampling weights (Hidiroglou & Srinath, 1981, and Ghangurde, 1989), and using
robust estimation procedures (Gwet & Rivest, 1992; Lee, 1991, and Chambers & Kokic, 1993). The



480 M.P. SINGH, M. A. HDIROGLOU, J.G. GAMBINO & M.S. KOVACEVIC

robust estimation techniques estimate a given total by adding to the sum of the sampled observations
the sum of the “robustified” non-sampled observations. Lee (1995) has provided an excellent review
of these procedures. Lee & Patak (1998) proposed and studied the properties of a robustified GREG
estimator that is design consistent.

8 Future Directions

Data analysis and data integration are among the primary foci of methodology research and de-
velopment at Statistics Canada, in light of the need to enhance the quality of our analytical outputs
and to respond to the continuing environment of restrained resources. Efforts in data analysis include
continuing the development of suitable methods and systems, including their incorporation in GES,
as well as increasing the awareness and use of such products among analysts (through our Data
Analysis Resource Centre, a unit in the Methodology Branch) for analyzing data from our major
cross-sectional surveys.

There is a need to develop software for analytic statistics in complex surveys as discussed in
Skinner et al. (1989). These include suitable chi-squared tests for contingency tables (Fellegi, 1980;
Rao & Scott, 1984). The software packages PC-CARP, SUDAAN, WESVAR and STATA provide a
limited range of statistics such as regression, logistic regression, and quantile estimation. The range
can be increased dramatically by automating the derivation of the required variance expressions. Au-
tomation begins with the associated estimating equations, followed by use of the sandwich estimator
given by Binder (1983).

With regard to the analysis of data from longitudinal surveys, the parameters involved in the
understanding and interpretation of various patterns of social and economic change are much more
complex than the cross-sectional parameters, as they refer to observations over time. Examples
include modelling of length of spells (e.g., unemployment, poverty, diseases), inference about tran-
sitions from one state to another (school-to-work, gross changes, health status), development of new
measures and indices (health indicators, income cut-offs), inference about regression coefficients and
odds ratios, etc. It should further be stressed that estimation issues cannot be isolated from sample
design issues in longitudinal surveys. Accordingly, research is required to determine the appropriate
duration of a panel, the need for overlapping panels and split-panel designs, the number of waves,
and other design features, such as sample allocation using suitable cost-variance models.

Data integration efforts include not only the integration of surveys at the design and data collection
stages to optimize cost efficiencies and minimize respondent burden but also dealing with issues
such as harmonization of concepts and definitions and internal consistencies (e.g., consistency of
employment data from LFS, SEPH and the Unified Enterprise Survey, of income data from SLID
and tax records, and of expenditure data from the Survey of Household Spending and other sources).
Statistics Canada’s 1999 methodology symposium on “Combining Data from Different Sources” is
indicative of the importance we put on this topic.

Research on this topic includes continued emphasis on development of suitable methods and sys-
tems for record linkage, statistical matching, multiple frame estimation, benchmarking and refined
calibration techniques. Also, research is needed on combining information for small area estimation.
Sample size dependent estimators provide reasonably good estimates for regional/medium-sized
domains but not for local/smaller domains. Studies are required on the determination of stable and
operationally feasible weights for (design-model) combined estimators and also on the design bias
of such estimators.

Confidentiality issues cut across all these topics and suitable methods for dealing with them need
to be developed, particularly in the context of longitudinal data and public use microdata files. There
is also a need to continue the research on variance estimation for data from such files, as described
in section 6. We need to develop methods that can be applied to complex statistics from regressions,
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logistic regressions and contingency tables.
Finally, in addition to the continuing investigation of estimation techniques for sampling error,

there is a need to re-emphasize the importance of the measuremert of total error, especially in light of
the adoption of computer-assisted interviewing in our major cross-sectional and longitudinal surveys.
This entails building on earlier work (e.g., Fellegi, 1974) to develop techniques for estimating factors
such as interviewer effects that affect the quality of our products.
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Résumé

Cet article donne une vue d’ensemble de la recherche portant sur les techniques d'estimation, leur application, et le
développement de systémes généralisés pour I'estimation 2 Statistique Canada. Au Canada, la demande pour des données
transversales plus détaillées et de meilleure qualité touchant de nombreuses questions socio-économiques a augmenté con-
sidérablement ces derniéres années. Aussi, on dénote 'intérét croissant pour ces données longitudinales afin de mieux
comprendre et interpréter les relations entre les variables, et nécessitant la mise en ceuvre de plusieurs grandes enquéies par
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panel a Statistique Canada. Cet article discute bri¢vement de |'estimation pour des données longitudinales ainsi que d’une
approche de pondération transversale pour les données provenant de ces enquétes. On discute briévement des estimateurs
par calage appropriés pour des enquétes transversales ménages ou d’entreprises, ainsi que pour le recensement de la popu-
lation. De plus, on préseate I'estimateur de régression composite, une méthode développée afin d”améliorer la qualité des
estimations transversales pour des enquétes avec rotation de panels telles que I’enquéte canadienne sur la population active.
On présente aussi plusieurs approches pour obtenir des estimations transversales plus détaillées au niveau infra-provincial,
¢’est-3-dire pour des petites régions. Nous résumons plusieurs modules développés pour le Systéme d’Estimation Généralisé.
De nouveaux développements importants pour c¢ systéme tels que I’estimation a deux phases et I'estimation de la variance
pour I'imputation sont présentés. Nous examinons brigvement le statut actuel de la recherche sur I’estimation portant sur un
ensemble de sujets précis, ainsi que la direction de la recherche future.
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