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ABSTRACT 

We have investigated the electronic and geometric structures in the lowest excited states of 

six phosphorescent heteroleptic [CuI(NN)(DPEphos)]+ (DPEphos = bis[(2-

diphenylphosphino)phenyl]ether) complexes with varying NN = diimine ligand structures 

using density functional theory. In comparison to the ground state, the results show a 

decrease of the dihedral angle between the N-Cu-N and P-Cu-P planes for these excited states 

with mixed ligand-to-ligand (DPEphos lone pair • π *(NN)) and  π *(NN)) and *(NN)) and metal-to-ligand charge 

transfer (d π (Cu) • π *(NN))(Cu) • π *(NN))*(NN)) character. Sterically less demanding ligands facilitate this process, 

which is accompanied by a geometric relaxation of the DPEphos ligand and contraction of 

the NN ligand. The density functional for the excited state calculations has been selected 

based on ground state validation studies. We evaluated the ability of seven density 

functionals to reproduce the molecular ground state geometries and absorption spectra 

obtained by single-crystal X-ray diffraction and solution-phase UV-VIS absorption 

spectroscopy respectively. Standard methods (PBE and B3LYP), which do not account for 

dispersion, systematically overestimate internuclear distances. In contrast, approaches 

including dispersion (B97D3, PBE0-GD3, M06L, M06, ωB97XD) remove this systematic 

effect and give less expanded molecular structures. We found that only the hybrid functionals 

(B3LYP, PBE0-GD3, M06), incorporating a portion of exact exchange from Hartree-Fock 

theory, accurately predict the experimental absorption energies. 
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1. Introduction 

Transition metal coordination complexes often show advantageous properties, such as a 

strong visible ground state absorption and excited state emission for their application in dye-

sensitized solar cells [1,2], chemo- and biosensors [3-5] as well as organic light emitting 

diodes (OLED-s) [6,7]. Consequently, the design and synthesis of transition metal complexes 

has become a more and more active field of research [8,9]. As 4d and 5d metals are relatively 

expensive and not abundant, 3d transition metal compounds and in particular d10 Cu(I) based 

complexes have been discussed as alternatives [10-14]. It is important to note that for Cu(I) 

complexes, excited state characteristics such as lifetimes and luminescence quantum yields 

are extremely sensitive to variations in their respective ligand structure [15], which in 

principle allows tuning for applications [16,17]. However, a detailed understanding of 

universal correlations between their ground and excited state properties is necessary for the 

development of more efficient sensitizers and phosphorescent materials [18-20]. 

Therefore, numerous density functional theory (DFT) calculations and experiments have 

investigated the excited states of homoleptic prototype [Cu(NN)2]
+ complexes with two 

diimine ligands (NN), in particular [Cu(dmp)2]
+ (dmp = 2,9-dimethyl-1,10-phenanthroline) 

[21-35]. The results indicate that photoexcitation of these complexes leads to a singlet metal-

to-ligand charge transfer (1MLCT) excited state and a subsequent ligand-dependent decrease 

in the dihedral angle (dha) between the NN ligand planes in the excited states. The geometry 

change is accompanied by an increase in the non-radiative decay, in particular for the 

energetically lowest triplet charge transfer (3CT) state after intersystem crossing [36-40]. 

Those findings have stimulated the design and synthesis of Cu(I) complexes with more 

constraining ligands, which may hamper a ligand torsional motion and improve the excited 

state characteristics for applications. For systems with the phen* ligand (phen* = 1,10-

phenanthroline derivate), substituents in the 2,9-positions of the phen* unit were found to be 

most effective [11,41,42]. Moreover, heteroleptic complexes with more bulky ligands show 
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extraordinary properties. Extreme examples are [Cu(NN)(PP)]+ (PP = diphosphine) and in 

particular [Cu(phen*)(DPEphos)]+ (DPEphos = bis[(2-diphenylphosphino)phenyl]ether) 

complexes [17,43-50]. In comparison to analogous homoleptic complexes, the radiative 

lifetimes and luminescence quantum yields of their lowest excited states are enhanced by 

orders of magnitude and the complexes have been already successfully tested for OLED and 

light-emitting electrochemical cell applications [17,43-50]. Also for this class of compounds, 

a minor variation in the substituent of the 1,10-phenanthroline (phen) moiety, in particular at 

the 2,9-positions, can change the excited state parameters by factors of up to one hundred 

[43,44]. 

Based on this information, it is important to study the electronic and geometric structures of 

heteroleptic [Cu(phen*)(DPEphos)]+ complexes in their excited states, in particular for 

different substituents at the phen unit. For [Cu(phen*)(DPEphos)]+ or related complexes, so 

far the corresponding work [48-52], and in particular also quantum chemistry computations, 

are comparatively sparse, but such calculations are the first important step in the 

investigations of excited states. They provide the background for further (spectroscopic) 

studies and can complement and support the interpretation and analysis of experimental data. 

This requires, however, a reliable and accurate computation of molecular structures, in 

particular, as the results from geometry optimizations can dramatically influence subsequent 

calculations, e.g. determinations of absolute energies [53,54]. 

Nowadays, DFT is the most advanced theory which can be used to calculate the electronic 

and geometric structures of [Cu(phen*)(DPEphos)]+ complexes. Nevertheless, DFT still faces 

a number of challenges, which may lead to less accurate results [55-58]. Validation studies 

have shown that the calculated geometric and electronic parameters can dramatically depend 

on the choice of the density functional and for each type of calculation some functionals are 

more fitting than others [53-54,59-70]. Moreover, for any given property and molecular 

system, suitable functionals can be different and it is highly advisable to first perform 
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benchmark studies for the respective target system [53-54,59-70]. For the 

[Cu(phen*)(DPEphos)]+ complexes, the relative positioning of the large phen* and DPEphos 

ligands, and thus the geometry of the molecule, will be affected by dispersion, which is not 

included in standard DFT approaches [71,72]. Moreover, the calculated absorption spectra 

and highest occupied molecular orbital (HOMO) to lowest unoccupied molecular orbital 

(LUMO) energy gaps are expected to depend significantly on the treatment of the exchange 

part of the energy in the DFT calculations [54]. In this context, ground state validation studies 

are important as they can evaluate the ability of functionals to accurately predict the 

structures of [Cu(phen*)(DPEphos)]+ complexes. Based on these studies, an appropriate 

functional can be selected and then be used in subsequent calculations, in particular for the 

excited states. For validation, usually the results from DFT are compared to a reference, and 

for the [Cu(phen*)(DPEphos)]+ complexes ground state structures from X-ray diffraction 

(XRD) and experimental absorption spectra are the only available standard for evaluation 

[44,45,48-50,73]. DFT geometry optimizations, however, are usually done on single 

molecules, while XRD measurements are performed on single-crystals. In contrast to single 

molecules, the structure of molecules in crystals is influenced by surrounding molecules. 

Consequently, a comparison of the structures as calculated by DFT and measured by XRD 

suffers from intrinsic uncertainties. The magnitude of this uncertainty needs to be estimated 

in order to identify when a deviation between molecular structures from DFT and XRD may 

originate simply from crystal packing effects and is not significant for validation. 

In this paper, we present both experimental and theoretical studies of six phosphorescent 

heteroleptic [Cu(NN)(DPEphos)]+ complexes (1-6) (Fig. 1) with varying NN ligand 

structures. We have investigated the electronic and geometric structures of the complexes in 

their lowest excited states using DFT. To obtain accurate results, the density functional for 

the excited state calculations has been selected based on ground state validation studies. We 

evaluated the ability of seven density functionals to reproduce the ground state molecular 
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structures and absorption spectra derived from single-crystal XRD and solution-phase UV-

VIS absorption spectroscopy respectively, both from our own experiments as well as from 

previously reported measurements by other groups [44,45,48-50,73,74]. Both functionals not 

considering dispersion as well as functionals accounting for dispersion were tested. The 

magnitude of the uncertainty in those validation studies due to crystal packing effects was 

estimated in an approximate fashion. We determined the influence of surrounding molecules 

on the structure of molecules in single-crystals by comparing the molecular structures of 

complexes 1, 2 and 6 in different crystalline environments, using both data from own XRD 

measurements and from previously published experiments by other groups [44,48-50,74]. 

2. Materials and methods 

2.1. Selection of the [Cu(NN)(DPEphos)]
+
 complexes 

Compounds 1-5 were selected to be representative of the family of [Cu(phen*)(DPEphos)]+ 

complexes with systematic variations in their phen* substituent structure, in particular for the 

prominent 2,9-positions (1-4). An additional criterion was the availability of their ground 

state crystal structures as a reference for density functional validation (1-5; Cambridge 

Structural Database [44,45,48-50,73,75]). To complement the studies, the influence of a 

substantial chemical variation of the NN ligand structure was investigated for complex 6 [74]. 

Complex 1, 2 and 6 were chosen for our XRD measurements and a representative comparison 

of molecular structures in different crystal environments. 

 

2.2. Synthesis and chemical analysis 

All reagents were purchased from Aldrich and used as received. Solvents were spectral grade. 

[Cu(phen)(DPEphos)]BF4 (1), [Cu(dmp)(DPEphos)]BF4 (2) and [Cu(bq)(DPEphos)]PF6 (6) 

were synthesized according to the reported literature procedures [43,44,48-50,74]. The 
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products were analyzed by Electrospray Ionization Mass Spectrometry (ESI-MS, Varian MS-

500), Fourier-transform infrared spectroscopy (FT-IR, Bruker IFD 25) and 1H nuclear 

magnetic resonance spectroscopy (NMR, Agilent Oxford 400 MHz), confirming the 

successful synthesis of complexes 1, 2 and 6. Details can be found in the Appendix A, 

Supplementary data (SD). 

2.3. Single crystal X-ray diffraction  

Single crystals of complexes 1, 2 and 6 suitable for XRD analysis were grown from a 

solution of the synthesized powders in methanol, acetonitrile and dichloromethane (DCM) 

respectively by slow evaporation of the solvent. For complexes 1 and 6, the crystals were 

found to be unstable under ambient conditions, while crystals of complex 2 were observed to 

be stable. The crystallographic experiments were performed on a Bruker SMART APEX II 

system based on a D8 three-circle diffractometer with an Incotac microfocus X-ray source. 

The  theX-ray diffraction data were collected using graphite-monochromated and 0.5 mm-

MonoCap-collimated Mo-Kα radiation (λ = 0.71073 Å) at 100 K with an Oxford Cryojet low-

temperature cooling device. Details on data integration and refinement can be found in Ref. 

[76] and the SD. 

2.4. Photophysical measurements 

A CARY 5E spectrophotometer was utilized to measure the electronic absorption spectra of 

complexes 1, 2 and 6 in DCM. Similar to Hallmann et al. [77], electronic emission spectra in 

DCM were recorded with a Horiba Fluorolog spectrophotometer. Complexes 1 and 2 were 

excited at 400 nm and complex 6 at 450 nm while recording emissions in the wavelength 

region 500-800 nm. 

2.5. Theoretical calculations 
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All calculations were performed for the cations of complexes 1-6 (Fig. 1) and used the 

Gaussian09 (G09) [78] program with the DFT method. Density functionals for the calculation 

of the singlet ground state structures of 1-6 spanned from the standard GGA functional PBE 

[79] and the hybrid-GGA functional B3LYP [80,81], which do not account for dispersion to 

functionals which consider dispersion. The latter include the GGA functional B97D3 [82], 

the hybrid-GGA PBE0 with the GD3 correction [83-85], the hybrid-meta-GGA ωB97XD 

[86,87], which also includes long-range corrections as well as semi-empirical functionals, the 

local meta-GGA M06L and hybrid-meta M06. The latter include non-covalent interactions 

and were constructed with dispersive interactions in mind using parameters from extensive 

validation studies [88,89]. In all the calculations, the Stuttgart-Dresden (SDD) [90,91] basis 

set and effective core potential (ECP) were utilized for the Cu atom and the 6-31G* basis set 

was used for all other atoms. For the description of the complexes in solution we used the 

conductor-like polarizable continuum model (CPCM) [92-94] with DCM as a solvent. The 

structures of the singlet ground and lowest lying triplet excited states were optimized to their 

lowest minimum energy point on their potential energy surfaces and a full analysis of the 

molecular orbitals (MO-s) was performed. Based on the ground state validation studies, the 

PBE0-GD3 functional was selected for calculations on triplet excited states. These 

calculations use the unrestricted wave function formalism and were carefully checked for 

spin contamination. The stability of all geometries was tested by a frequency analysis. TD-

DFT calculations of the vertical excitation, at the singlet ground state equilibrium geometry, 

with linear response, non-equilibrium solvation provided 40 singlet and triplet transition 

energies as well as their corresponding oscillator strengths and character upon electronic 

ground state excitation. For complex 2, the relaxation of the singlet excited state geometry 

after vertical excitation was investigated by TD-DFT geometry optimizations with 

equilibrium, linear response solvation providing the minimum energy point on the excited 

state potential energy surface. To break the symmetry at the start of the optimization, ground 
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state geometries were perturbed slightly changing the dihedral angle (dha) between the N-Cu-

N and P-Cu-P planes. For the generation of (partial) density of states and to display the 

electronic spectra GaussSum 2.2 [95] was utilized. For molecular graphics, the programs 

MERCURY [96], Avogadro [97] and ChemCraft [98] were employed. 

2.6 Comparison of the structures 

Following the approach by Minenkov et al. [53], we investigated deviations between 

geometries for two structures by evaluating the mean signed error (MSE) and mean unsigned 

error (MUE) for changes in all interatomic distances and in bonding distances to the Cu(I) 

coordination center respectively. The MSE and MUE were calculated according to MSE = 

2/(N(N-1))* Σ _i^N-1 Σ _j>i^N (|Rij(DFT)-Rij(X-ray)|) and MUE = 2/(N(N-1))* Σ _i^N_i^N-1 Σ _j>i^N _j>i^N 

(Rij(DFT)-Rij(X-ray)) [53]. Here, Rij is the interatomic distance between atoms i and j and N 

is the number of atoms. This approach allows the study of systematic variations in bond 

lengths that are not easy to access by a simple comparison of molecular Cartesian coordinates 

[53]. Large distances which are influenced by Van der Waals interactions dominate the MSE 

and MUE for the all distances approach [53] and a corresponding evaluation tests the ability 

of the density functionals to describe those interactions. For details see Ref. [53] and the SD. 

 

 

3. Results and Discussion 

3.1. Molecular ground state structures from X-ray crystallography 

To estimate the deviations in molecular structural parameters for different crystal packing, 

MSE and MUE-s for changes in the interatomic distances of the molecular structures of 

complexes 1, 2 and 6 were calculated, comparing results from our XRD experiments and 
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previously reported crystallographic measurements for the complexes by other research 

groups [44,48-50,74]. For a maximum variation in crystal packing, in comparison to previous 

crystallization processes [44,48-50,74], we utilized different solvents and counterions. 

Consequently, we observed significant differences in the crystal systems, space groups, 

asymmetric unit and unit cell structural parameters (SD). Key crystallographic data from our 

measurements are presented in Table 1. 

In Fig. 2 we have superposed the molecular structures for complex 1 as derived by XRD 

within this work and by Kuang et al.[44]. The corresponding figures for complexes 2 and 6 

are presented in the SD. Results by Zhang et al. [50], Yang et al. [49] and Costa et al. [48] are 

similar to the results by Kuang et al. [44] and our results, and thus are omitted here. Both 

common motifs and significant structural differences are found. All the XRD experiments for 

complexes 1, 2 and 6 show that the Cu(I) center is in a distorted tetrahedral coordination 

environment and that the NN ligand is tilted towards one of the two P atoms. Also, the O 

atom of the DPEphos ligand is at a non-bonding distance (> 3.0 Å) and for complex 1 we 

found an intramolecular π -stacking interaction between the phen ligand and a phenyl group of 

the DPEphos ligand, which has been previously reported by Costa et al. [48]. The dha-s 

between the average N-Cu-N and P-Cu-P planes are nearly identical for the two different 

crystal structures of complex 1 and 2, ~89 and ~82° respectively, but for complex 6 a 

difference of 6° is observed (this work: 88.6°; 82.6° [74]). Furthermore, in comparison to 

Refs. [44,49,50,74], we found displacements, rotations and tiltings of the phenyl groups of 

the DPEphos ligand as well as tiltings of the average Cu-phen (1) or Cu-bq (6) planes nearly 

perpendicular to the P-Cu-P plane by angles of around 7° and 32° respectively (Fig. 2 and 

SD). An analysis, including all interatomic distances of the three complexes, reveals that 

those differences in molecular structures correspond to an average MSE of ~0.025 Å and 

MUE of ~0.25 Å (Fig. 3, upper graph, “crystal packing”). In other words, the average change 
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in interatomic distance for the same molecule in a different crystal lattice is of the order of 

~0.025 Å and the absolute value of all changes in distances is ~0.25 Å. 

In Table A1 (SD) we compare important bond lengths (Å) and valence angles (°) of 

complexes 1, 2 and 6, as derived by XRD within this work (Exp.) and by Kuang et al. [44] 

and Zhang et al. [74] respectively. An analysis including all the valence angles at the Cu atom 

of the three complexes gives an average standard deviation of ~ 2° for differences in the 

valence angles between two different structures of the same complex. An evaluation of all the 

Cu-N and Cu-P bond lengths of the three complexes provides an average MSE of ~0.01 Å 

and MUE of ~0.02 Å (Fig. 3, lower graph, “crystal packing”). Both the standard deviation of 

the valence angles and the MSE are of the order of the typical standard deviations of 1-2° or 

0.01-0.02 Å respectively reported by Martin et al. [99] for a variety of transition metal 

complexes in different crystal environments.  

3.2. Ground state geometric structures: X-ray crystallography and density functional theory 

The ground state structures of complexes 1-6 have been calculated using seven different 

density functionals and the calculated structures have been compared to molecular ground 

state geometries derived from XRD experiments, using both data from own measurements 

and previously published results from other research groups [44,45,48-50,73,74]. The MSE-s 

and MUE-s for an analysis including all the interatomic distances of complexes 1-4 and 6 are 

shown in Fig. 3 (upper graph). In addition, the lower part of Fig. 3 depicts the MSE-s and 

MUE-s for an evaluation of all the Cu-N and Cu-P bond lengths of the complexes. Complex 

5 is excluded in this analysis as our calculations indicate that the molecular structure of this 

complex, as measured by XRD, does not correspond to the calculated structure for its ground 

state (for more details refer to the following sections). Fig. 3 shows that the standard 

functionals B3LYP and PBE substantially overestimate the interatomic distances and predict 

expanded molecular structures, providing MSE-s of 0.1-0.15 Å for the all interatomic 
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distances method. For the functionals which consider dispersion, B97D3, PBE0G-D3, M06L, 

M06 and ωB97XD, the MSE-s nearly vanish (< 0.05 Å), indicating that the overestimation of 

bond distances is compensated, and similar results have been reported for the molecular 

structures of ruthenium complexes [53]. It should be noted here that the average change in an 

interatomic distance for the same molecule in a different crystal lattice is ~0.025 Å (“crystal 

lattice”, Fig. 3, upper graph), and thus is substantially smaller than the differences between 

MSE-s derived for the different groups of density functionals, i.e. MSE-s are a reliable 

quantity for density functional validation. An evaluation of the MUE-s shows that functionals 

which consider dispersion give on average lower absolute errors, MUE-s < 0.020 Å, than 

functionals not accounting for dispersion, MUE-s > 0.022 Å. However, MUE-s for 

differences in all interatomic distances of the same molecule in different crystal environments 

(“crystal lattice”, Fig. 3, upper graph) show average uncertainties of up to ~0.25 Å, i.e. the 

MUE-s are not a reliable quantity for validation. An analogous comparison of bonding 

distances to the Cu coordination center (Fig.3, lower graph) indicates that the B3LYP 

functional clearly overestimates the metal-ligand bond lengths. In agreement with previous 

reports for transition metal complexes [53,99] the standard PBE functional predicts bond 

lengths for the Cu center much more accurately, but as discussed above is not well suited to 

calculate accurate overall geometries for the molecules.  

A qualitative comparison of the ground state structures as measured by XRD and calculated 

by DFT for the different functionals supports the finding that functionals which account for 

dispersion offer an improved description of the ground state molecular structures and this is 

depicted in Fig. 4 for complex 1. In particular, for the phen moiety the PBE0-GD3 functional 

reproduces the experimental structure more closely. 

Based on the validation studies, for a further analysis we have selected calculations at the 

PBE0-GD3 level. In Table 2 we present the corresponding bond lengths and valence angles 
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for the Cu coordination center. An evaluation of the dha-s between the average N-Cu-N and 

the P-Cu-P planes for complexes 1-4 and 6 gives good agreement between the experimentally 

measured and calculated values, 88.9°/84.8° (1), 82.4°/82.5° (2), 78.8° [44]/79.9°(3), 

86.7°[45]/88.4° (4) and 88.6°/89.3° (6), respectively. The dha-s in the ground state of 

complexes 2 and 3 are substantially smaller than for complexes 1, 4 and 6. In other words, 

complexes 2 and 3 show a larger geometrical distortion in their ground state and in particular 

a decrease in the dha is observed for an increase in the alkyl chain length of the substituent at 

the 2,9-position of the phen* unit. This distortion is accompanied by a tilting of the phen* 

unit in direction of one of the P atoms of the DPEphos ligand (SD) and results in an angle of 

~ 11° between the Cu-NN and N-Cu-N planes for complexes 2 and 3. In contrast, these 

angles are around 0-3° for complexes 1 and 4. It should be noted that for complex 4 with a 

bulky phenethyl ligand in the 2,9-position, in principle, a substantial distortion in the dha for 

the ground state is expected. However, our calculations show that an intramolecular π -

stacking interaction between a phenyl unit of the phenethyl ligand and one phenyl moiety of 

the DPEphos ligand effectively constrains the dihedral angle of the molecule to close to 

around 88°. In addition, we want to mention here that a comparison of ground state structures 

derived from XRD and DFT for complex 5 shows dramatic differences in the structures (SD) 

and an explanation will be given in the following sections. 

3.3. Electronic ground state structures from density functional theory 

We used seven different density functionals to calculate the electronic structures in the 

ground states of complexes 1-6 in DCM. For calculations with different density functionals, 

strong variations in the electronic structures and HOMO-LUMO gap energies have been 

reported in previous work by other research groups [54,59,60]. We evaluated those variations 

in our calculations (see SD) and found that only the hybrid functionals (B3LYP, PBE0-GD3, 

M06) incorporating a portion of exact exchange from Hartree-Fock (HF) theory predict 
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HOMO-LUMO energies which are in agreement with the distinct absorption edges observed 

in the UV-VIS spectra of the complexes (SD and [44-50,73,74]). Based on these findings, in 

the following we discuss the results from calculations employing such a hybrid functional, 

namely PBE0-GD3. 

In Fig. 5 we display the calculated electronic structure of complex 1 in DCM. Similar figures 

for complexes 2-6 can be found in the SD. To calculate the partial density of states (PDOS), 

every complex was divided into three parts: the Cu center, the DPEphos ligand and the NN 

ligand, and their percentage contributions were obtained as the sum of the atomic orbital 

coefficient squares. The nature of each molecular orbital was then assigned based on its 

PDOS.  

We first compared results for complexes 1-4 and 6, as the results for complex 5 differ 

significantly. For complexes 1-4 and 6, we observed that the highest occupied molecular 

orbital (HOMO) has predominant DPEphos lone pair (~55 %) and Cu dyz (~ 35 %) character 

(axis definition SI), while the lowest unoccupied molecular orbitals (LUMO) are delocalized 

over the NN ligands (~97%, π * orbitals). The HOMO* orbitals). The HOMO-1 orbitals show Cu d contributions of 

35-60% and smaller π * DPEphos* DPEphos, and lone pair DPEphos and NN character. This is in 

agreement with the DFT results by Zhang et al. [50] for complexes 1 and 2 in the gas-phase. 

Similar to the DFT results by Yang et al. [49], for simplified versions of complexes 1 and 2 in 

the gas-phase, small ligand-dependent differences in the MO composition are observed, with 

a slightly increasing Cu d orbital character in the HOMO and HOMO-1 in the sequence 

complex 1 > 2 > 3. More dramatic variations are found for complex 4 and 6 (SD), and this is 

also expected considering the larger differences in their NN ligand structure. Their Cu d 

orbital character in the HOMO is similar to that of complex 1, but for the HOMO-1, on the 

other hand, a 10% decrease of the Cu contribution is found.  
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In general, as expected MOs with high contributions from the NN ligands show strong NN 

ligand-dependent energy changes in comparison to those with smaller NN character. In 

particular, for complexes 1-4 and 6, the HOMOs (NN π * cha* character ~ 8%) show smaller 

variations in their energy (complex 1: -6.21 eV; complex 2: -6.18 eV; complex 3: -6.13 eV; 

complex 4: -6.25 eV; complex 6: -6.25 eV) than the LUMOs (NN π * character ~ 100%; * character ~ 100%; 

complex 1: -2.24 eV; complex 2: -2.17 eV; complex 3: -2.1 eV; complex 4: -2.15 eV; 

complex 6: -2.75 eV). The LUMO energies for complexes 2, 3 and 4 are 0.07, 0.014 and 0.09 

eV higher in comparison to complex 1, respectively, and the effect is not compensated by the 

relative change in the HOMO energies of + 0.03, +0.08and -0.04 eV. We explain the higher 

LUMO energy in complexes 2, 3 and 4 by their lower electronegativity for the N atoms of the 

NN ligand in comparison to complex 1, as the electron-donating methyl, phenethyl and butyl 

groups in dmp, dpep and dbp push charge into the phen moiety. As a consequence, more 

energy is required to transfer an additional electron into the dmp, dpep and dbp ligand and the 

LUMO energy is enhanced. Furthermore, a combination of effects is also possible and Kuang 

and co-workers [44] have argued that interligand steric repulsions lead to an elongation of the 

Cu-P bonds in complex 2 and possibly also destabilize its CT excited state. For complex 6, 

we suggest that its significantly lower LUMO orbital energy is a consequence of the larger 

conjugation and increase in delocalization for the bq ligand with respect to phen, which goes 

along with a smaller reduction potential for bq [100]. This behavior is in agreement with 

previous reports on the photophysical properties for the complexes in solution [43-45,48-

50,73,74]. 

Results for complex 5 differ significantly with respect to complexes 1-4 and 6 (see also SD). 

The LUMO and HOMO of complex 5 show nearly identical character to the LUMO-s and 

HOMO-1 for complexes 1-4 and 6, namely NN π ** and Cu d (35%)/DPEphos lone pair (55%) 

respectively. However, the HOMO of complex 5 exhibits predominately NH2 lone pair 
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character (95%). In other words, in comparison to complexes 1-4 and 6, the introduction of 

an NH2 group in 5 results in an additional MO in the HOMO-LUMO energy gap region. As a 

consequence of this orbital ordering, the ground and excited state properties for 5 are 

significantly different than  those for complexes 1-4 and 6 (see also excited states). 

3.4. Ground state absorption spectra  

We have calculated the energies of the first 40 lowest singlet and triplet transitions (SD) for 

complexes 1-6 using TD-DFT. The results for the selected singlet transitions are given in 

Table 3 and the results for the triplet transitions can be found in the SD. The character of each 

transition was assigned based on the character of the MO-s participating in the excitation. 

Transitions within a ligand are denoted as intraligand (IL) excitations, transitions from one 

ligand to another as ligand-to-ligand charge transfer (LLCT) excitations and transitions from 

the Cu center to one of the ligands, MLCT transitions.  

In Fig. 6 we compare our experimental and TD-DFT calculated ground state absorption 

spectra for complex 1 in DCM. Analogue graphs for complexes 2-6 can be found in the SD. 

There is excellent agreement between the spectra, in particular as TD-DFT tends to 

frequently overestimate transition wavelengths of excitations, accompanied by a substantial 

charge density redistribution [101-104]. All the spectra show two main peaks in the UV-VIS 

region. The bands in the UV region of the experimental absorption spectra of all th 

complexes stem from transitions with mixed MLCT, LLCT and IL character. The 

experimental absorption band maxima in the blue region originate mainly from transitions at 

396 (1), 392 (2), 391 (3), 383 (4), 386 (5) and 463 nm (6), with oscillator strengths of 0.105 

(1), 0.084 (2), 0.074 (3), 0.074 (4), 0.070 (5)  and 0.064 (6), and MLCT/LLCT character 

(HOMO•LUMO 93% (1), 95% (2), 95% (3), 97% (4), and 92% (6) and H-1•LUMO 91% LUMO 91% 

(5)). Here an electron is essentially transferred from the dyz orbitals at the Cu center and the 

lone pair orbitals of the DPEphos ligand to the π * orbitals of the NN* orbitals of the NN ligand. For complexes 1-
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4 and 6, this excitation corresponds to the energetically lowest singlet (HOMO•LUMOLUMO) but 

for complex 5, it corresponds to the second lowest singlet excitation (H-1•LUMO)LUMO). The 

energetically lowest excitation in 5 corresponds to a HOMO•LUMO excitation (LUMO excitation (99%), where 

an electron is excited from the lone pair orbitals of the donating NH2 group into the π * 

orbitals of the phen moiety. This excitation is shown as a low energy tail in the absorption 

spectrum of 5 [73] and is not seen for complexes 1-4 and 6. 

3.4. Relaxation of singlet excited states and triplet excited state geometric structures 

We have optimized the geometric structures in the lowest triplet excited states of complexes 

1-6 in DCM. In Fig. 7 we compare those structures with the calculated structures for the 

ground state, but only for complexes 1-4 and 6, as complex 5 shows significantly different 

behavior for its lowest triplet state. The main difference is a substantial decrease in the dha 

between the N-Cu-N and P-Cu-P planes from 88.9 (1), 82.5 (2), 79.9 (3), 88.4 (4) and 89.3° 

(6) in the ground state to 58.0 (1), 69.7(2), 67.1 (3), 73.0 (4) and 65.8° (6) respectively in the 

3CT state. This change corresponds to a ligand torisional motion, is in agreement with results 

for other Cu(I) complexes [21-35] and shows that the dha is an important parameter in the 

excited state dynamics of complexes 1-4 and 6. The largest changes are observed for 

complexes 1 and 6, 30 and 23° respectively, with smaller changes for complexes 4, 2 and 3 of 

15, 13 and 13° respectively. A sterically less demanding ligand facilitates a ligand torsional 

motion and decrease of the dha in the excited states. This change in dha is accompanied by 

corresponding rotations and displacements of the phenyl groups of the DPEphos ligand as 

well as changes in important bond lengths and angles (Table 4). In comparison to the ground 

state, the N(1)-Cu-P(1) and N(2)-Cu-P(2) angles decrease by 1-15° and N(1)-Cu-P(2) and 

N(2)-Cu-P(1) increase by 3-30° in the 3CT states. Again, the largest differences are observed 

for complex 1, the smallest for complex 3. At the same time a shortening of all the Cu-N 

bonds and an elongation of all the Cu-P bonds by ~ 0.11 Å and an increase in the Cu···O 
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distance by on average 0.05 Å is observed in the 3CT state, similar to the trend reported for 

other Cu(I) complexes with phosphine ligands [105]. The N-Cu-N angles increase from ~79° 

to ~84°, while the P-Cu-P angles decrease from ~ 115° to ~ 105°. The natural bite angle of 

DPEphos is around ~102°, with values as high as ~120° [106]. In the 3CT state the structure 

of the DPEphos ligand relaxes in the direction of its natural bite angle, while the Cu-NN 

distance becomes shorter, leading to steric stress and a displacement of the NN ligand 

structure from its natural bite angle around ~ 80°. This is reflected in the C(N)-C(N) bond 

lengths which are shortened by ~0.04 Å and the N-C bonds which are elongated by 0.01-0.05 

Å in the triplet excited state.  

In addition to the molecular structure for the 3CT state, for comparison, the structure in the 

1CT state after initial phototexcitation and relaxation was also calculated, but only for 

complex 2 because TD-DFT calculations of excited state properties typically require 

significantly more computational effort than DFT calculations. The structural parameters 

such as the dha between the N-Cu-N and P-Cu-P planes and molecular geometries (SD) 

including bond lengths and angles are nearly identical for the two states. We conclude that a 

ligand torsional motion in the 1CT state of complex 2 results in a molecular geometry in the 

minimum of the 1CT state potential energy surface which is nearly identical to that in the 3CT 

state.  

As mentioned at the beginning of this section, the geometrical structure of complex 5 in its 

lowest triplet excited state is significantly different than that of complexes 1-4 and 6, and this 

is a consequence of the IL nature of the lowest singlet excitation in 5. This difference is also 

reflected in deviations of the bonding distances and valence angles between the ground and 

lowest triplet excited state of 5 (Table 4). Moreover, it should be noted that the calculated 

molecular structure in the lowest triplet excited state of complex 5 shows excellent agreement 

with the molecular structure derived from ground state XRD [73] (SD). The molecular 
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structure in the crystal is best represented by the geometry of an IL state where lone pair 

electrons of the NH2 group are transferred to the phen moeity.  

3.5. Electronic structure of the triplet excited state 

We analyzed the electronic structures for complexes 1-6 in their lowest triplet excited states. 

Mulliken charges for complexes 1-4 and 6 point at the difference between the ground state 

and the lowest triplet excited state being of MLCT/LLCT nature. The Cu atom and the 

DPEphos ligand become more positive in the triplet state by ~ 0.20-0.25 e and ~ 0.30-0.35 e 

respectively and the NN ligands gain in total around 0.55 e for all the complexes. In contrast, 

the Mulliken charges for the ground and lowest triplet excited state of complex 5 indicate no 

significant changes for the Cu atom and the DPEphos ligand. However, the NH2 and phen 

moeity become more positive and negative respectively by around 0.17 e in the triplet excited 

state, again showing the phen* IL character of this state. Energies for the 3CT states of 

complexes 1-4 and 6 in DCM are 2.15, 2.36, 2.39, 2.48 and 1.81 eV higher than for their 

ground state respectively. The trend of decreasing energy differences in the order complex 4 

> 3 > 2 > 1 maps the trend for the experimental emission energies (SI and [44,45,48-50]; 

emission maxima: 544 (4), 560 (3), 565 (2) and 700 nm (1)). A larger geometrical relaxation 

in the excited states of complex 1 results in a larger decrease in energy for these states in 

comparison to complexes 2-4. Following the energy gap law, this larger decrease in energy 

should correspond to a significantly lower lifetime of the 3CT state of 1 and indeed this has 

been observed previously ( τ  = 0.2 ( = 0.2 (1), 14.3 (2) and 16.1 µs (s (3)) [44]. A comparison between 

complexes 4 and 6 does not provide significant insight as the energy gap law works best for 

complexes with a good similarity of structure [107].  

In Fig. 8 we compare the results for the energy-level diagrams, MOs and orbital compositions 

from our DFT calculations for the triplet excited and the ground state of complex 1 in DCM. 
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Analogous graphs for complexes 2-6 can be found in the SD. As for any unrestricted 

calculations, there are two complete sets of orbitals, one for the α electrons (α spin) and one 

for the β electrons (β spin) which use the same set of basis functions but different molecular 

orbital coefficients. For complexes 1-4 and 6 in the flattened 3CT state the former ground 

state HOMO orbitals and orbitals just below gain significant DPEphos and NN character, 

both from lone pair and π * orbitals. In particular, the NN π * orbital character is enhanced * orbital character is enhanced 

while the contribution of the Cu center decreases significantly. In contrast, the former ground 

state LUMO and LUMO+1 orbitals still show predominant NN π * character in the 3CT state. 

For complex 5 in the lowest triplet excited state, the former ground state HOMO orbitals gain 

significant Cu d, DPEphos (lone pair) and NN π * character, but the * character, but the former ground state 

LUMO orbitals exhibit still mainly NN π * * character. 

4. Conclusions 

We have studied the electronic and geometric structures in the ground and 3CT states of six 

phosphorescent heteroleptic [Cu(NN)(DPEphos)]+ complexes with varying NN ligand 

structures using DFT. The soundness of the calculations has been verified by ground state 

validation studies. We compared the ability of seven density functionals to predict the 

molecular ground state geometries and absorption spectra derived from single-crystal XRD 

and solution-phase UV-VIS absorption spectroscopy respectively. Our analysis shows that 

the methods which account for dispersion predict the geometrical structures of the molecules 

more accurately than standard approaches which do not consider dispersion. The latter 

systematically overestimate the internuclear distances and give expanded molecular 

structures. Moreover, the experimental absorption energies are only modelled accurately in 

calculations with hybrid functionals which incorporate a portion of exact exchange from HF 

theory. 
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Results from the DFT calculations at the PBE0-GD3 level are in good agreement with the 

experimental data. They explain deviations in the molecular geometries, ground state 

absorption spectra as well as excited state emission quantum yields and lifetimes for 

complexes with different NN ligand structures through differences in the electronegativity, 

conjugation and bulkiness of those ligands. In particular, in comparison to the ground state, 

the results show a decrease of the dihedral angle between the N-Cu-N and P-Cu-P planes for 

the 3CT excited states with MCLT/LLCT character. Sterically more demanding ligands 

impede this change in geometry. In this context, it would be important to investigate the 

dynamics in the excited states of [Cu(NN)(DPEphos)]+ complexes, for example in time-

resolved experiments, and here we expect that the current results will significantly facilitate 

the interpretation of data. 
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Tab. 1. Crystallographic data for [Cu(phen)(DPEphos)]BF4·CH3OH·0.36 H2O (1), 

[Cu(dmp)(DPEphos)]BF4·CH3CN (2) and [Cu(bq)(DPEphos)]PF6·0.5·CH2Cl2·0.2 H2O (6). 

Complex 1 2 6 

Empirical formula C49H40.72BCuF4N2O2.36P2 C52H43BCuF4N3OP2 C54.5H41.4ClCuF6N2O1.2P3 

Formula mass 907.7 938.18 1049.39 

Crystal system monoclinic monoclinic triclinic 

Color yellow yellow orange 

Space group P21/n P21/c P-1 

a (Å) 12.8059(16) 10.7644(4) 12.7211(5) 

b (Å) 25.266(3) 14.4216(6) 13.2166(5) 

c (Å) 13.5370(17) 28.8783(12) 15.2889(6) 

α (°) 90 90 80.459(2) 

β (°) 103.874(2) 98.410(2) 88.870(2) 

γ (°) 90 90 66.621(2) 

V (Å3) 4252.2(9) 4434.9(3) 2323.83(16) 

Z 4 4 2 

ρ calc (g/cm3) 1.418 1.405 1.500 

F(000) 1873.5 1936.0 1074.0 

µ (mm (mm-1) 0.651 0.625 0.700 
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Data/restraints/ 

parameters 

9389/42/711 12449/0/580 11073/0/643 

Reflections 

collected 

74323 182701 44055 

Goodness-of-Fit  1.054 1.045 1.042 

2 Θ  range for data  range for data 

collection/° 

3.224 to 54.214 2.852 to 59.336 2.704 to 55.754 

Rint 0.0747 0.1669 0.0485 

R1 [I>2sigma(I)] 0.0538 0.0550 0.0482 

wR2 [I>2sigma(I)] 0.1420 0.1405 0.1084 

R1 (all data) 0.0688 0.0772 0.0693 

wR2 (all data) 0.1506 0.1482 0.1185 

Residuals (e Å-3) 0.55/-0.46 1.16/-1.17 0.65/-0.59 
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Tab. 2. Important bond lengths (Å) and angles (deg) of complexes 1-6 in their ground state in single crystals (Exp.) and as calculated by DFT 

(Calc.) for a DCM solution. Experimental data for complex 3, 4 and 5 from Refs. [44], [45] and [73]. It should be noted that our results for 

complex 1 show a disorder of the phen ligand (two positions with occupancy of 75:25; CCDC 1498327). 

Complex 1 2 3 4 5 6 

Bond Exp. Calc. Exp. Calc. Exp. [44] Calc. Exp. [45] Calc. Exp. [73] Calc. Exp. Calc. 

Cu-N(1) 2.11(1) 

2.053(4) 

2.111 2.094(2) 2.126 2.097(2) 2.136 2.088(3) 2.100 2.050 2.110 2.087(2) 2.095 

Cu-N(2) 2.05(1) 

2.078(4) 

2.086 2.082(2) 2.133 2.109(2) 2.151 2.082(3) 2.103 2.083 2.080 2.075(2) 2.090 

Cu-P(1) 2.1943(8) 2.247 2.262(7) 2.282 2.279(6) 2.284 2.237(8) 2.232 2.205 2.247 2.2475(8) 2.234 

Cu-P(2) 2.270(1) 2.258 2.260(7) 2.268 2.271(7) 2.277 2.308(1) 2.299 2.310 2.258 2.2535(8) 2.299 

Cu ··O 3.182(2) 3.070 3.153(2) 3.206 3.257 3.219 3.226 3.188 3.254 3.078 3.215(2) 3.221 

Angle Exp. Calc. Exp. Calc. Exp. [44] Calc. Exp. [45] Calc. Exp. [73] Calc. Exp. Calc. 

N(1)-Cu-N(2) 81.0(5) 

81.6(2) 

80.07 81.05(8) 79.28 80.51(8) 78.80 80.90(1) 80.61 81.0(1) 79.96 78.93(9) 78.88 
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N(1)-Cu-P(1) 114.4(3) 

123.6(1) 

107.12 107.59(6) 106.23 105.44(6) 104.90 124.34(7) 123.40 121.9(1) 107.45 109.15(6) 120.29 

N(1)-Cu-P(2) 99.1(3) 

103.1(1) 

109.57 115.23(6) 119.22 121.44(6) 123.04 100.13(7) 100.43 102.4(1) 109.35 109.35(6) 101.57 

N(2)-Cu-P(1) 131.5(4) 

123.1(2) 

125.26 121.56(6) 118.89 121.75(6) 119.32 121.71(8) 121.82 134.9(1) 124.63 117.70(6) 126.93 

N(2)-Cu-P(2) 103.5(4) 

100.9(2) 

112.56 110.49(6) 115.07 111.57(6) 114.72 104.58(8) 103.49 97.3(1) 113.54 114.02(6) 102.61 

P(1)-Cu-P(2) 117.50(3) 115.05 115.98(3) 113.68 112.91(2) 112.39 117.98(3) 118.61 112.28(5) 114.73 119.60(3) 118.24 
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Tab. 3. Excitation wavelength λ calc., oscillator strengths f and composition of selected TD-DFT 

calculated singlet excited states for the cations of complexes 1-6 in DCM. H and L denote 

highest occupied and lowest unoccupied orbitals respectively. Experimental wavelength 

maxima for the respective lowest energy absorption bands are given as λ exp., they consist of 

several transitions. λ exp.for complex 3, 4 and 5 from Refs. [44], [45] and [73]. 

Complex State λcalc. (nm) λexp. (nm) f Transition Character 

1 1 396  

392 
0.105 HOMO • LUMO (93%) MLCT/LLCT 

1 2 374 0.016 HOMO • L+1 (96%) MLCT/LLCT 

1 3 371  0.013 H-1 •  LUMO (71%) MLCT/LLCT 

2 1 392  

382 
0.084 HOMO • LUMO (95%) MLCT/LLCT 

2 2 364 0.024 HOMO • L+1 (97%) MLCT/LLCT 

2 3 355  0.008 H-1 • LUMO (87 LUMO (87%) MLCT/IL 

3 1 391  

378 [44] 
0.074 HOMO•LUMO (95LUMO (95%) MLCT/LLCT 

3 2 362 0.021 HOMO• L+1 (97%) MLCT/LLCT 

3 3 345  0.010 H-1 • LUMO (91 LUMO (91%) MLCT/IL 

4 1 383  

380 [45] 
0.074 HOMO•LUMO (97LUMO (97%) MLCT/LLCT 

4 2 363 0.001 H-2 • LUMO (81 LUMO (81%) MLCT/IL 

4 3 358  0.025 HOMO• L+1 (93%) MLCT/LLCT 

5 1 433  

 

383 [73] 

0.050 HOMO•LUMO (99LUMO (99%) IL 

5 2 386 0.070 H-1 • LUMO (91 LUMO (91%) MLCT/LLCT 

5 3 368 0.019 H-2 • LUMO (77 LUMO (77%) MLCT/LLCT

/IL 

6 1 463  

449 
0.064 HOMO•LUMO (97LUMO (97%) MLCT/LLCT 

6 2 432 0.001 H-2 • LUMO (48%) LUMO (48%) MLCT/LLCT
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H-1 • LUMO  LUMO (45%) /IL 

6 3 404 0.015  H-2 • LUMO (41%) LUMO (41%) 

H-1 • LUMO  LUMO (48%) 

MLCT/LLCT

/IL 



  

 

36

Tab. 4. The important bond lengths (Å) and angles (deg) of complexes 1-6 in the lowest lying triplet excited state as calculated by DFT. Bond 

and angle labelling according to atom labels for compound 1-6 (Fig.2; SD). 

Bond 1 2 3 4 5 6 Angle 1 2 3 4 5 6 

Cu-N(1) 1.978 1.968 1.974 1.990 2.096 1.987 N(1)-Cu-N(2) 84.07 84.09 84.03 84.40 80.34 83.06 

Cu-N(2) 1.984 2.038 2.047 2.000 2.098 1.998 N(1)-Cu-P(1) 100.70 99.85 99.17 112.24 125.28 105.30 

Cu-P(1) 2.341 2.381 2.381 2.366 2.216 2.361 N(1)-Cu-P(2) 136.99 133.45 136.61 124.45 101.60 129.70 

Cu-P(2) 2.354 2.362 2.383 2.380 2.313 2.380 N(2)-Cu-P(1) 138.16 124.57 126.00 128.64 131.76 134.23 

Cu ··O 3.100 3.280 3.325 3.228 3.343 3.273 N(2)-Cu-P(2) 99.99 110.08 109.22 101.25 96.62 101.73 

       P(1)-Cu-P(2) 103.69 106.21 104.47 106.23 113.55 105.80 
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Fig. 1. Schematic structures of the heteroleptic Cu(I) compounds of the type 

[Cu(NN)(DPEphos)]+ studied within this work. Ph = phenyl, DPEphos = bis[(2-

diphenylphosphino)phenyl]ether. R1 = H, R2 = H, [Cu(phen)(DPEphos)]+ (1); R1 = methyl, R2 

= H, [Cu(dmp)(DPEphos)]+ (2); R1 = n-butyl, R2 = H, [Cu(dbp)(DPEphos)]+ (3); R1 = 

phenethyl, R2 = H, [Cu(dpep)(DPEphos)]+ (4); R1 = H, R2 = NH2, [Cu(dap)(DPEphos)]+ (5); 

[Cu(bq)(DPEphos)]+ (6). Ligands are phen = 1,10-phenanthroline, dmp = 2,9-dimethyl-1,10-

phenanthroline, dbp = 2,9-di-n-butyl-1,10-phenthroline, dpep = 2,9-diphenethyl-1,10-

phenanthroline, dap = 5,6-diamino-1,10-phenanthroline and bq = 2,2’-biquinoline. 

Fig. 2. (Color online) Superposition of the molecular ground state structure of complex 1 

determined by crystallography within this work (orange) and by Kuang et al. (element-

colored) [44]. Our results show a disorder of the phen ligand (two positions with occupancy 

of 75:25; CCDC 1498327) for the asymmetric unit and here, for better comparison, we only 

show one of the two molecular structures. 

Fig. 3. (Color online) Mean unsigned error (MUE) and mean signed error (MSE) for an 

analysis including all interatomic distances (upper graph) and only Cu-ligand bonds (lower 

graph) respectively. “Crystal packing” gives values for a comparison of our measured 

molecular structures of complexes 1, 2 and 6 with previously reported molecular structures 

from XRD [44,48-50,74]. The MSE-s and MUE-s which are labelled by the designations of 

the functionals compare molecular structures as calculated within this work using DFT (G09 

[78]) with measured molecular structures from XRD [44,45,48-50,73,74]; for complexes with 

multiple crystal structures the mean MUE and MSE are displayed. 

Fig. 4. (Color online) Superposition of the B3LYP [80,81] (left) or PBE0-GD3-optimized 

[83-85] (right) (green) molecular ground state structure of complex 1 with the structure as 

derived from XRD (element-colored) [44]. The PBE0-GD3 calculated structure shows a more 
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accurate prediction of the overall geometry from XRD experiments, in particular for the phen 

moiety.  

Fig. 5. (Color online) Total and partial density of states and energy level diagram of the 

frontier molecular orbitals together with selected three-dimensional molecular orbital plots 

calculated with G09 [78] at the PBE0-GD3 [83-85] level for the ground state of complex 1 in 

DCM. 

Fig. 6. (Color online) Experimentally measured (black solid line) and calculated absorption 

spectrum (red dashed line), calculated transition wavelengths and oscillator strengths for 

singlet (green bars) and triplet excitation (blue bars) for complex 1 in DCM. TD-DFT 

transition lines were convoluted with Gaussians of FWHM 4000/cm using Gaussum 2.2. [78] 

and calculated extinction coefficients ε  were scaled to match  were scaled to match the experimental values. 

Fig. 7. (Color online) Comparison of molecular structures in the lowest lying triplet excited 

state (blue) and in the ground state (green) as calculated with G09 [78] by DFT at the PBE0-

GD3 [83-85] level for complex 1-4 and 6 in DCM. 

Fig. 8. (Color online) Comparison of the energy level diagram of the frontier molecular 

orbitals together with selected three-dimensional molecular orbital plots calculated with G09 

[78] at the PBE0-GD3 [83-85] level for the ground and lowest lying triplet excited state of 

complex 1 in DCM.  
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SYNOPSIS 

Molecular structures of some heteroleptic Cu(I) complexes were calculated using density 

functional theory. A decreasing ligand steric hindrance facilitates a ligand torsional motion in 

their excited states (ES). Their experimental ground state (GS) geometric and electronic 

structures are best reproduced by calculations with density functionals including dispersion 

and hybrid functionals. 

 

 


