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a b s t r a c t

We report the density and magnetic field dependence of the valley splitting of two-dimensional elec-
trons in (100) Si metal–oxide–semiconductor field-effect transistors, as determined via activation mea-
surements in the quantum Hall regime. We find that the valley activation gap can be greatly enhanced at
highmagnetic fields as compared to the bare valley splitting. The observation of strong dependence of the
valley activation gap on orbital Landau level occupancy and similar behavior of nearby spin gaps suggest
that electron–electron interactions play a large role in the observed enhancement.
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Recent interest in using Si as a material for solid state quan-
tumcomputing applications [1,2] has led to renewed interest in the
question of the magnitude of valley splitting in a two-dimensional
electron gas (2DEG) in Si. In particular, 2DEGs in Si are of interest
as a host for quantum bits (qubits) based on the spin of electrons
in electrostatically confined quantum dots [2]. Coherent manipu-
lation of electron spins in quantum dots has been experimentally
demonstrated in GaAs/AlGaAs heterostructures [3,4]. In GaAs, cou-
pling between the electronic and nuclear spins of the host mate-
rial are a major source of electron spin decoherence [3,4]. Silicon
is thought to be a potentially better host material than GaAs for
long electron spin coherence times due to the reduced density of
nuclear spins, especially since the nuclear spin density in Si can be
reduced by using isotopically enriched 28Si, an isotope which has
zero nuclear spin. However, an open question still lingers about
the suitability of Si due to the unknown magnitude of the valley
splitting. Degenerate valley states or even a finite, but small, valley
splitting, ∆V . kT , will be detrimental to the operation of a spin-
based qubit. For ∆V � kT , it is proposed that a spin qubit can be
operated by appropriately adjusting the Zeeman energy Ez so that
∆V > Ez [5]. Thus, the crucial question is whether the condition
∆V � kT can be met for reasonable experimental conditions (i.e.,
T . 100 mK in a typical dilution refrigerator).
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The band structure of bulk Si gives rise to six degenerate con-
duction band valleys. Confinement at the (100) interface lifts this
degeneracy due to the difference in the transverse and longitudinal
effective masses, causing the two valleys with heavy mass along
the direction perpendicular to the interface to have the lowest
energy. These two remaining valleys are nearly degenerate; how-
ever, a coupling between these two valleys can occur due to con-
finement at the Si/SiO2 Si metal–oxide–semiconductor field-effect
transistor (MOSFET) interface [6]. Theoretical work also empha-
sizes that ∆V depends sensitively on the details of the interface
structure [6–8]. Thus, experimental measurements of∆V in actual
Si MOSFET devices are important in order to verify that the magni-
tude of the valley splitting is large enough for spin-based quantum
computing applications.
The valley splitting in a Si MOSFET is typically too small tomea-

sure at zero magnetic field. Early experimental studies of the mag-
nitude of∆V in (100) Si MOSFETs were made by detailed analyses
of the lineshape of Shubnikov–de Haas (SdH) oscillations of the
conductivity under application of perpendicular and parallel mag-
netic fields [9–12]. More recently, magnetocapacitance measure-
ments were used to extract the magnitude of ∆V in the quantum
Hall regime [13]. Valley splitting for 2DEGs in large perpendicular
magnetic fields has also been observed in other Si systems, such as
(111)-orientedMOSFETs [14], 2DEGs formed at the H-passivated Si
(111) surface [15], and in Si/SiGe heterostructures [16–18]. How-
ever, due to the possible sensitivity of ∆V to details of the inter-
face, direct comparison between these othermaterials and (100) Si
MOSFETsmay not be justified. Takashina et al. recently published a
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Fig. 1. (a) Longitudinal resistance Rxx versus B for sample B, at T = 0.3 K. Inset:
schematic diagram indicating the LL structure at various filling factors, including
valley, spin, and orbital splitting. (b) Semilog plot of Rxx versus 1/T data with
Arrhenius fit (dotted line), yielding an activation gap∆ = 2.6 K.

zeromagnetic field valley splittingmeasurement in a (100) SiMOS-
FET [19] where the 2DEG was located near the back interface of a
SIMOX (separation by implantation of oxygen) silicon-on-insulator
wafer. Compared to the usual thermal Si/SiO2 interface on bulk Si,
the observed magnitude of the valley splitting in the presence of
this SOI interface is much larger [19]. However, it is not yet known
why this additional interface appears to give rise to such large val-
ley splittings.
In this report, we present measurements of the valley splitting

in (100) Si MOSFETs in large perpendicular magnetic fields, via
measurement of the activation energy gap at valley-split quantum
Hall (QH) states. To the best of our knowledge, our data represent
the first determination of the density (n) and magnetic field
(B) dependence of the valley splitting in Si (100) MOSFETs via
direct measurements of activation energy gaps in the QH regime.
Consistentwith previous theoretical [20,21] and experimental [13]
studies, we find that ∆V is enhanced in this regime. The observed
increase of the measured gaps with decreasing orbital Landau
level (LL) occupancy (N) and similar increasing enhancement of
nearby spin gaps with decreasingN suggest that electron–electron
interactions play a large role.
The two samples used in this study are Si MOSFET structures

with a low-temperature (T = 0.3 K) peak mobility of µ ∼ 1.5 ×
104 cm2/Vs (sample A) and ∼1.2 × 104 cm2/Vs (sample B). For
both samples, the 2DEG resides at the Si/SiO2 interface, where the
SiO2 thickness is nominally 35 nm for sample A and 10 nm for sam-
ple B. The gate oxide is thermally grown in dry O2 at 900 ◦C, with
a subsequent N2 anneal at 900 ◦C for 30 m, on float zone (100)-
oriented high-resistivity p-type Si wafers. Both wafers have a mis-
cut angle of less than ±1◦. Ohmic contacts to the 2DEG consist of
n+ Si regions formed by implantation of As and an n+ polysilicon
gate is used to induce carriers. The 2DEG resistivity is experimen-
tally determined via standard four-terminal lock-inmeasurements
and the density is calibrated via measurements of the Hall resistiv-
ity and SdH oscillations.
a
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Fig. 2. (a) SdH oscillations at low magnetic field for sample B at a density n =
0.9× 1012 cm−2 and temperature T = 0.3 K. The dotted line is fit to the amplitude
of the oscillations using Eq. (1). (b) Mobility versus density data for samples A and
B. The shaded region indicates the µ and n range over which activation data was
obtained. Inset: sketch showing the density of states (DOS) versus energy E, with
definition of the gap∆ and the LL broadening Γ .

In Fig. 1(a) we show representative magnetotransport data for
sample B, indicating several QH states and the corresponding filling
factors ν ≡ nh/Be. As sketched in the inset to Fig. 1(a), odd filling
factors correspond to valley-split levels. The valley gap at ν = 3 is
large enough to use the temperature dependence of Rxx to obtain
an activation gap, as shown in Fig. 1(b), which displays Rxx versus
1/T at ν = 3, B = 12.77 T . The dotted line is a fit to the data of the
Arrhenius form: Rxx ∝ e−∆/2T , where∆ is the activation gap.
The resolution of our measurement of ∆V is limited by the

disorder-induced broadening of the Landau levels.We estimate the
magnitude of this broadening via the evolution of the SdH oscilla-
tions versus B at lowmagnetic fields.WedefineΓ as the half-width
at half-maximum of the LL density of states, as sketched in the in-
set to Fig. 2(b). In Fig. 2(a)we show a representative low-magnetic-
field Rxx versus B trace, along with a fit of the amplitude of the SdH
oscillations. We fit the Rxx versus B data to the expression [6]

∆ρxx ∝ (X/ sinh X)e−π/ωcτ , (1)

where X ≡ 2π2kT/h̄ωc , h̄ωc is the bare cyclotron splitting, and τ
is the momentum relaxation time. Using this expression, we find
Γ ≡ h̄/2τ ∼ 4.3 K and 4.6 K for sample A and B, respectively, at
densities near peak mobility. In Fig. 2(b) we show the mobility µ
versus density n for samples A and B. We limit our activation mea-
surements to the density range indicated by the shaded regions in
Fig. 2(b), near peak mobility, so thatµ varies by less than 10% over
the range of our measurements. We restrict the data to this den-
sity range to minimize the variation of Γ with n, which would po-
tentially further complicate interpretation of our activation data.
The Γ obtained via the above methods is a reasonable estimate of
the LL broadening atmoderately lowmagnetic fields. However, we
note that this Γ may not accurately represent the disorder broad-
ening at highermagnetic fields, especially for very strongQH states
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Fig. 3. Activation gap ∆ versus B and n at ν = 3 for samples A and B. Solid and
open circles indicate experimental data. Solid and dashed lines are linear fits to the
data, yielding∆ = −1.9+ 0.5× B and∆ = −2.5+ 0.4× B for samples A and B,
respectively.

whereΓ can bemuch larger than our low-field estimate due to the
reduction in screening when the Fermi level is in a large gap in the
density of states [22,23].
Fig. 3 shows ourmeasurements of the ν = 3 activation gap ver-

sus magnetic field and density, for samples A and B. We find that
the data follows a linear dependence on B (note that B ∝ n for fixed
ν), as demonstrated by the linear fits to the data shown as solid and
dashed lines in Fig. 3. Both fits extrapolate to a negative offset in∆
at zero B. This may be due to the disorder-induced LL broadening,
which will reduce the measured values of the QH gaps.
Comparison of the ν = 3 to the ν = 5 QH state may provide

clues to the origin magnitude of the high-magnetic-field valley
splitting. We do not show measurements of the ν = 5 gap; how-
ever, our transport data indicates that this gap ismuch smaller than
the ν = 3 gap for identical magnetic fields, B = 11–13 T , but
larger n (still within 10% of peak mobility). This is in contradiction
with single-particle theories that predict increasing valley splitting
with increasing n, due to the increasingmagnitude of the electronic
wavefunction at the Si/SiO2 interface. [7,8,24,25]. For sample B the
ν = 5 minimum is not visible (for example, see Fig. 1(a)) and for
sampleA, the ν = 5minimum is barely visible even at T = 0.3K. In
fact, over the entire density range of our measurements, QH states
for odd ν > 5 are not visible in magnetotransport. Thus, ∆V ap-
pears to have a strong dependence on orbital LL occupancy (N).
An increase of ∆ with decreasing N is expected for Coulomb

exchange-enhanced gaps, and has been previously observed for
spin gaps in GaAs/AlGaAs heterostructures [26]. The precise form
of the ∆ dependence on N is not understood, but the effect can
be explained by the differences in the effective character of the
Coulomb interaction for different N [27]. The main difference be-
tween the N = 0 and N = 1 LL is that the Coulomb pseudopo-
tential for relative angular momentum m = 0, which will couple
electrons occupying opposite valley states, is much larger for N =
0 than for N = 1.
Because the Coulomb energy Ec scales like Ec ∝

√
n, one might

at first expect that for gap energies dominated by Coulomb in-
teractions ∆ ∝

√
n ∝

√
B, for fixed ν. This contradicts our ob-

served linear dependence of ∆ on B shown in Fig. 3. However, a
linear dependence of ∆ on B is frequently observed for Coulomb
exchange-enhanced gaps for valley, spin, and fractional QH effect
gaps in many material systems, including Si MOSFETs [13], and
2DEGs in Si/SiGe [17], AlAs/AlGaAs [28] and GaAs/AlGaAs [29,30,
26] heterostructures.
To further demonstrate the importance of Coulomb enhance-

ment of the activation gaps, we show in Fig. 4 measurements of∆
Fig. 4. Activation gap ∆ versus B for ν = 2 and ν = 6 for sample A. The dashed
line indicates the bare value of the spin splitting, ∆ = gµB. The inset shows
representative Rxx versus 1/T data with Arrhenius fits.

at the spin-split QH states, ν = 2 and 6. The ν = 2 and 6 bare gap
should be given by ∆ = gµB − ∆V , where g is the bare g-factor
of conduction electrons and ∆V is the bare valley splitting. There-
fore, the dashed line indicating∆ = gµB in Fig. 4 should be larger
than the bare splitting, for finite ∆V . However, at ν = 2 the mea-
sured gap is clearly enhanced above even this overestimate of the
bare splitting. Even the ν = 6 gap is enhanced above gµB, after
accounting for disorder by addition of 2Γ ∼ 9 K. The data of Fig. 4
also show a dramatic dependence of the gap energies on N , similar
to the case for the valley-split states, where the ν = 2 gap, which
occurs for N = 0, is much larger than the ν = 6 gap, which occurs
for N = 1.
QH states for odd ν ≥ 5 are barely visible over the entire n

range of our measurements, and show minima in Rxx versus B that
are poorly developed compared to the ν = 3 minimum, even at
B ∼ 7 T , where the ν = gap is ∆3 . 1 K. This implies that the
raw gap for odd ν ≥ 5, ∆ν≥5, is always less than ∼1 K. Using
our measured Γ to estimate the impact of disorder on the gap,
and ∆ν≥5 . 1 K, we find an estimate for the disorder-free gap of
∆ν≥5 + 2Γ . 10 K, for valley-split states. This allows us to place a
rough upper bound on the bare valley splitting of∼10 K, consistent
with theoretical estimates of the valley coupling that predict values
for the bare ∆V of up to ∼10 K at a 2D density of n ∼ 1012 cm−2,
depending strongly on the nature of the disorder at the Si/SiO2
interface [7,8,24,25,31]. Factors such as wafer miscut [8,31] and
the presence of a thin transition region (1–2 monolayers) from Si
to SiO2 at the interface [6,7,32] are suggestedmechanisms that can
suppress valley splitting.We also note that some theories predict a
dependence of the bare∆V on themagnetic field and/or density [7,
8,24,25,33]. In fact, for samples where terraces are present at the
interface due to wafer miscut, theory predicts that the bare ∆V
can show a strong dependence on N [33]. However, in light of
the importance of Coulomb interactions, as demonstrated by our
spin gap measurements at ν = 2 and 6, it is difficult to make
quantitative comparisons to these single-particle theories.
In conclusion, we find that ∆V determined via thermal acti-

vation measurements can be strongly enhanced at high perpen-
dicular magnetic field. Although several mechanisms are likely at
work, electron–electron interactions appear to play a large role in
the enhancement. The bare valley splitting in this regime (n ∼
1012 cm−2, B < 13 T ) is .10 K. We emphasize that Coulomb en-
hancement of the gap is crucial to determining ∆V in Si 2DEGs at
high magnetic field. Better quantitative understanding of the role
of Coulomb interactions and disorder are required to extract the
magnitude of the bare valley splitting from measurements made
at high magnetic field.
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