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Abstract 

This work aims to improve the computation of infrared spectra of gas-phase cations using DFT 
methods. Experimental IRMPD spectra for ten Zn and Ru organometallic complexes have been used 
to provide reference data for 64 vibrational modes in the 900-2000 cm-1 range. The accuracy of the IR 
vibrational frequencies predicted for these bands has been assessed over five DFT functionals and 
three basis sets. The functionals include the popular B3LYP and M06-2X hydrids and the range-
separated hybrids (RSH) CAM-B3LYP, LC-BLYP and ωB97X-D. B3LYP gives the best mean absolute 
error (MAE) and root-mean-square error (RMSE) values of 7.1 and 9.6 cm-1, whilst the best RSH 
functional, ωB97X-D, gives 12.8 and 16.6 cm-1 respectively. Using linear correlations instead of scaling 
factors improves the prediction accuracy significantly for all functionals. Experimental and computed 
spectra for a single complex can show significant differences even when the molecular structure is 
calculated correctly, and a means of defining confidence limits for any given computed structure is 
also provided. 
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Introduction 

InfraRed Multiple Photon Dissociation (IRMPD) spectroscopy can provide infrared signatures for 
gaseous molecular ions trapped in the high vacuum cells of mass spectrometers.[1] The technique 
emerged at the beginning of the current century[2] and is recognized as a powerful tool for 
distinguishing between isomers and conformers of organic, inorganic and biological species.[3] In 
most cases, the IRMPD band assignments that allow structural characterization are made through 
comparison with model spectra that are predicted by modern electronic structure calculations such 
as density functional theory (DFT). The accuracy of these calculations is essential to the use of the 
technique. 

Agreement between experimental IRMPD and calculated spectra is generally satisfying, in particular 
for band positions, but some small differences are often observed. Mismatches between the 
calculated and experimental spectra can occur from isomerization of the studied molecule if this is 
rapid on the timescale of the multiphoton absorption process, as has recently been observed for an 
ions.[4] If IR spectra are calculated by DFT methods that use harmonic approximations, discrepancies 
can arise as a result of anharmonic and finite temperature effects.[5] Methods for modelling IR 
spectra that treat these effects have been devised for both classical[6] and quantum[7] molecular 
dynamic simulations, and anharmonic effects can also be included in high level calculations by the 
use of methods such as VSCF[8] or GVPT2.[9] However, static DFT calculations remain the fastest, most 
convenient and common way to model IR spectra, with their main drawback being the need to use 
scaling factors to obtain the correct vibrational frequencies. Numerous literature studies report 
vibrational scaling factors that are appropriate for a given combination of DFT functionals and basis 
sets.[10] Their numerical values can vary slightly as a function of the database used to establish the 
scaling factor; the values of 0.9614,[10a] 0.9664[11] and 0.9800[12] have been recommended in different 
studies for the B3LYP/6-31G(d) calculational level. As a consequence, these empirical scaling factors 
introduce a degree of uncertainty that is expressed in the predicted vibrational frequencies.[13] For 
example, for a band computed at υ = 1800 cm-1 at the B3LYP/6-31G(d) level, the values obtained 
upon scaling by 0.9614 (1731 cm-1) or 0.9800 (1764 cm-1) differ by 33 cm-1, which is highly significant 
difference in terms of interpretation. In addition to the standard approach of applying a uniform 
scaling factor over the whole infrared spectral region, further strategies have also been developed to 
improve the accuracy of the predicted vibrational frequencies.[14] For example, different scaling 
factors can be used for low-energy (< 1800 cm-1) and high-energy (> 1800 cm-1) vibrational modes.[15] 
Scaling equations or specific (or local) scaling factors have also been determined for a specific family 
of compounds or vibrational modes.[16]  

The precise values of these scaling factors are derived from the analysis of experimental infrared 
absorption spectra. IRMPD spectra, which are gas-phase “action” (or “consequence”) spectra, show a 
slight red-shift relative to classical absorption spectra,[3e] but classical scaling factors are still 
commonly used to assign IRMPD bands and to distinguish between different isomers and/or 
conformers. Some specific scaling factors have been determined for the interpretation of gas phase 
spectroscopic studies of biomolecules,[17] and the relative performance of different DFT functionals 
has been evaluated in several studies.[18] A mean error of around 10 cm-1 is obtained for the best 
functionals, which include B3LYP. However, these calibrations have generally been made upon 
limited libraries of compounds and are only available for a restricted range of functionals. An 
improved understanding of the nature of the difference between experimental and calculated IRMPD 
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spectra is therefore of significant interest: in cases where a computed spectrum does not fit exactly 
with an experiment, it would make the important distinction between whether the discrepancy 
arises from inaccuracies of computation or from the fact that the proposed structure that has been 
calculated is not the same as the experimentally observed one. 

Range-separated hybrid (RSH) functionals differ from conventional hybrid functionals by the degree 
to which exact exchange, whose contribution increases with interelectronic distance, is included.[19] 
These outperform B3LYP and other conventional exchange-correlation functionals for molecular 
systems in which the self-interaction error is large enough to induce inaccuracies. For example, the 
use of RSH functionals[20] significantly improves the description of the electronic structure of the 
radical protonated peptide intermediate that are generated by electron capture- or transfer-
dissociation (ECD/ETD) processes.[21] Fragments that result from ECD and ETD have been the subject 
of various studies in which their IRMPD spectrum has been recorded.[22] However, the capacity of 
RSH functionals to reproduce IRMPD spectra accurately is still largely unexplored. Three RSHs (vide 
infra) have therefore been included in this work, in order to determine the accuracy with which they 
can model infrared spectra.       

Estimating the precision with which DFT methods can model infrared spectra requires a solid body of 
experimental IRMPD reference spectra that, under ideal circumstances, would be associated 
unequivocally with one specific conformation of a chemical compound. This constraint is difficult to 
meet with peptides, but it is usually nicely satisfied by metal complexes whose geometries are 
normally well-characterized and clearly defined, and which do not normally have low-energy reaction 
pathways to isomerize. In the present work, we have therefore measured IRMPD spectra of ten 
organometallic complexes that contain bipyridyl-type ligands, and computed their infrared spectra 
using standard and RSH functionals. A comparison between theoretical and experimental results is 
used to define scaling procedures that can be used to provide satisfactory interpretations of IRMPD 
gas-phase studies involving cations, as well as to evaluate the degree of confidence that can be 
expected when these functionals, basis sets and scaling procedures are used to model infrared 
spectra. 

 

Results and discussion 

The ten complexes I-X that are depicted in Figure 1 have been studied in this work. They are mainly 
dicationic zinc (I-VIII) and ruthenium (IX) complexes, but a monocationic ruthenium complex (X) is 
also included. All are hexacoordinated, as has been well established by several X-ray structure 
analyses[23] and each complex includes at least one of the bipyridyl-type ligands 1-5. They therefore 
comprise a series of geometrically related homoleptic (I-V) or heteroleptic (VI-X) complexes.  

The IRMPD spectra of I-X have been recorded over the 900-2000 cm-1 range. To ensure the accuracy 
of the measurements, and to eliminate calibration errors, spectra were obtained for each complex 
on at least two different days. Representative spectra for I are given in Figure 2 and all of the spectra 
for the remaining complexes are presented in the SI (Figures S1-S10). The largest bands are observed 
in every spectrum of a given compound, but lower intensity bands may be absent in some spectra. 
These variations of detail reflect how variables such as laser alignment, intensity of the parent ion, 
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irradiation time or laser attenuation affect the precise nature of the processes that occur within the 
parent ion that give rise to the IRMPD fragments. 
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Figure 1. Complexes I-X studied in this work 

 
Figure 2. Experimental IRMPD spectra of I. Irradiation time: 500 ms (blue and green lines) or 250 ms 
(brown line). 
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Eight bands, noted I_a to I_h, have been clearly identified for compound I (Figure 2), and a total of 68 
bands have been obtained from compounds I-X. Comparing different spectra from a given compound 
shows that wavenumbers vary slightly for any given band, and this serves to illustrate the degree of 
uncertainty that is associated with the IRMPD experiment. For example, the band I_b is observed at 
1073 and 1078 cm-1 in two different measurements of I. Differences are normally smaller than 10-15 
cm-1, but quite large variations (for instance of up to 29 cm-1 for band III_g, Figure S3) are 
occasionally observed. In this work, the mean of the different values is taken to be the experimental 
wavenumber of each band. To limit imprecision in the experimental values, we have set aside four 
bands[24] that show differences larger than 15 cm-1 in two different spectra, so that these do not 
feature in the experimental band set used to evaluate the accuracy of DFT methods (vide infra). 
Assignments of the vibrational modes, which have been made through comparison with B3LYP/6-
31+G(d,p) computed IR spectra (see Table S1), are in agreement with the solution-phase spectra 
obtained for similar zinc and ruthenium complexes including bipyridyl- and related ligands.[25] 
Numerous couplings between different vibrational modes, in particular between CCring and CNring 
bond stretches, and in-plan CH bending vibrations, are found. In depth comparison of the various 
complexes indicates that the vibrational modes of each ligand are largely independent of the nature 
of the complex, so that they can be assigned quite straightforwardly for each ligand 1-5 (Figure 3). It 
should be noted that such band assignments are not necessary (and are not used) for evaluating the 
accuracy of any given DFT functional to reproduce the experimental vibrational frequencies. 

 
Figure 3. Assignment of vibrational mode wavenumbers for neutral ligands 1-5 in organometallic 
complexes. 

In an initial study, IR spectra of I-X were modeled at the B3LYP/6-31+G(d,p) level. Comparison 
between experimental and theoretical spectra (for an example, see Figures 2 and 4 for the case of I) 
reveals a satisfying qualitative agreement. As expected, computed band intensities are reproduced 
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poorly because IRMPD spectra are plotted as a function of molecular fragmentation rather than 
dipole changes. This is nicely illustrated by the I_a band which has the largest intensity in the 
experimental spectrum, but not in the theoretical one, whose line intensity is plotted in the 
conventional manner as a function of IR absorption rather than molecular fragmentation. We also 
note that a number of bands that should theoretically be present at low intensity do not give rise to 
fragmentation under the experimental conditions and are not observed in the IRMPD spectra. In the 
subsequent discussion, we will restrict our comparison only to those peaks that are observed. 

 
Figure 4. Unscaled calculated IR spectra of I at the B3LYP/6-31+G(d,p) level. Convoluted spectra 
obtained using a 10 (A) or 5 (B) cm-1 (fwhm) Lorentzian linewidth function, and stick bars spectra (C). 

Different strategies have been used to compare the experimental and theoretical vibrational 
frequencies quantitatively. Whilst the experiments produce broad bands having a linewidth of c.a. 
10-15 cm-1, the DFT calculations furnish stick spectra that can be convoluted using Gaussian or 
Lorentzian profiles. We have explored four different protocols for treating these theoretical data in 
ways that transform them into single vibrational frequencies that are suitable for comparison with 
the experimentally observed bands. Initially, we identify the wavenumber range in the computed 
spectra that are associated with each experimental band. For example, bands I_e and I_h are 
associated with all of the unscaled theoretical vibrational frequencies in the 1464-1478 and 1637-
1649 cm-1 ranges, respectively (Figure 4). In the first treatment protocol (P1), the largest peak of each 
range in the theoretical spectrum is considered to determine the unscaled theoretical vibrational 
frequency corresponding to the associated experimental band (Figure 4C, in red), and this attributes 
values of 1478 and 1638 cm-1 to I_e and I_h, respectively. The second protocol (P2) differs from the 
first one when several peaks are computed to lie in the same region, and these have an intensity that 
is at least equal to half of the most intense local peak, a situation that occurs in the 1637-1649 cm-1 
range of I. In this case, the mean of the different values of these computed peak frequencies is taken 
(Figure 4C, in orange). The third (P3) and fourth (P4) protocols involve convoluting the theoretical 
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spectra with a 5 (Figure 4B, in green) or 10 cm-1 (Figure 4A, in blue) (full width at half maximum, 
fwhm) Lorentzian linewidth function, respectively. If several peaks still appear in the convoluted 
spectra (see I_h in Figure 4B), the most intense is then used to determine the unscaled theoretical 
vibrational frequency, and if a band is convoluted with a neighboring band, then the same unscaled 
theoretical vibrational frequency is attributed to both bands (see I_g and I_h in Figure 4A).  

Table 1 provides the results of these different data management protocols for several scaling values 
applied to the crude B3LYP/6-31+G(d,p) theoretical vibrational data (Table 1). Firstly, we observe that 
changing the protocol (P1 to P4) that is used to transform the theoretical vibrational frequencies into 
single band frequencies for quantitative comparison with the experimental spectra has a negligible 
influence on the scaling factor that is required for subsequent correction to the experimental values. 
Equally, the associated mean absolute error (MAE) and root-mean-square error (RMSE) show a 
minimal dependence upon the method employed, except in the case of protocol P4 which generates 
slightly greater values of both RMSE and MAE (see Experimental Section for details on RMSE and 
MAE). Equally, the mathematical treatment used to obtain the scaling factors (which involved either 
averaging the individual values or the minimization of MAE or RMSE, see Experimental Section for 
details), also has a minimal effect on their values, which ranges from 0.9768 to 0.9791 when using 
P2. The variation of MAE and RMSE values when used with these scaling factors is small, with their 
values being 10.2 ± 0.3 cm-1 for MAE and 13.1 ± 0.3 cm-1 for RMSE. However, it should be noted that 
the use of imprecise scaling factors can lead to significant deviations, as shown in Figure 5. For 
example, increasing or decreasing the scaling factor by 0.01 increases the errors by roughly 50 %. 

 
Table 1. Scaling factors, linear correlation values and associated MAE and RMSE obtained at the 
B3LYP/6-31+G(d,p) level of calculation for different data management. 
  P1a P2a P3a P4a 

Averageb 
sfave 0.9790 0.9789 0.9791 0.9789 
MAE 10.15 10.13 9.98 10.30 
RMSE 13.33 13.27 13.11 13.44 

MAEc 
sfMAE 0.9778 0.9778 0.9783 0.9783 
MAE 10.04 10.02 9.92 10.21 
RMSE 13.10 13.03 12.93 13.29 

RMSEd 
sfRMSE 0.9770 0.9769 0.9772 0.9768 
MAE 10.15 10.17 10.03 10.39 
RMSE 13.05 12.97 12.83 13.13 

Linear 
correctione 

a e 1.0631 1.0647 1.0632 1.0656 
b e -54.7 -56.7 -54.9 -57.8 
R2 f 0.9976 0.9978 0.9978 0.9978 

MAE 7.36 7.10 7.06 7.16 
RMSE 9.93 9.59 9.62 9.65 

a Protocol used to associate calculated peak with experimental bands (see text); b scaling factor 
obtained as the arithmetic averaging of the individual scaling factors; c scaling factor selected to 
minimize the MAE; d scaling factor selected to minimize the RMSE; e predicted frequencies values 
obtained from the linear correlation analysis, with υpredict = (υcalc - b)/a; f linear correlation coefficient. 
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Figure 5. Variation of MAE and RMSE depending on the scaling factor, at the B3LYP/6-31+G(d,p) level 
with protocol P2. 

Figure 6 shows the unscaled theoretical vibrational frequencies that are generated by protocol P2 at 
the B3LYP/6-31+G(d,p) level along with their relation to the experimental vibrational frequencies. A 
clear, and very convincing, linear correlation (coefficient of determination R2 = 0.9978) is observed, 
as would be expected given the widespread use of scaling factors to fit experimental data of this 
kind. However, the linear correlation equation that these data generate takes the general form: y = 
ax + b where b ≠ 0, and this obviously indicates that the use of a scaling factor alone is not fully 
adequate for the prediction of experimental values from the theoretical vibrational frequencies. The 
multiplicative 1/a factor that we deduce (0.9392 at the B3LYP/6-31+G(d,p) level) induces a larger 
redshift, particularly for high wavenumbers, relative to the scaling factor obtained using the more 
classical approach (with sfave of 0.9789 giving a ∆shift of -40 and -79 cm-1 at 1000 and 2000 cm-1, 
respectively), whilst the -b/a factor causes a uniform blueshift of all wavenumbers (by +53 cm-1 at the 
same level). Globally, the result is that, compared to the linear correction, the scaling factor induces 
redshift for low wavenumbers and blueshift for high wavenumbers. Figure 6 suggests that such a 
linear correction is likely to be a better option than a simple multiplicative scaling factor. The error 
distribution between experimental and predicted frequency values is more evenly distributed 
whatever the wavenumber, which is not the case with a scaling factor. Calculations of MAE and 
RMSE using the linear correction confirm this (Table 1), in that the errors are then reduced 
significantly, by about 25-30%, when compared to the best values obtained using the scaling factor. 
Comparing the results from the various protocols used to transform the theoretical vibrational 
frequencies from the calculated spectra into single bands shows slightly larger errors for P1. Large 
individual errors are particularly undesirable when comparing experimental and theoretical spectra. 
Consequently, RMSE appears to give a better accuracy diagnosis compared to MAE. Protocol P2, 
which shows the lowest RMSE (9.59 cm-1), is therefore employed to define theoretical band positions 
in the remainder of this work. 
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Figure 6. A) Experimental vs unscaled theoretical vibrational frequencies computed at the B3LYP/6-
31+G(d,p) level with protocol P2 and B) difference between experimental and predicted frequency 
values, for each experimental value, using a scaling factor (brown squares) or a linear correlation 
(blue triangles). The brown and blue shaded regions indicate the overall shape of the distributions. 

Calculated MAE and RMSE for a variety of basis sets and DFT functionals are provided in Figure 7 and 
scaling factors and linear correlations that best correct the output from each method to the 
reference experimental spectra of I-X are provided in Table 2. Because it adds one degree of 
freedom, it is to be expected that the linear fit procedure provides a better RMSE than the scaling 
factor. Indeed, in all cases, the linear correlation gives significantly smaller errors than the scaling 
factor, which implies that the traditional procedure is not the optimal one. Three double ζ basis sets 
have been evaluated with the B3LYP functional. The def2-SVP basis set shows larger errors than the 
Pople basis set, with the best predicted frequency values being displayed when diffuse functions are 
included on the heavy atoms (6-31+G(d,p)). B3LYP outperforms the other functionals M06-2X, CAM-
B3LYP, LC-BLYP and ωB97X-D, with LC-BLYP showing the lowest accuracy. Within the RSH class, 
ωB97X-D gives the smallest errors, but these are 70% larger than those for B3LYP (with a RMSE for 
the linear correlation of 16.6 vs 9.6 cm-1).  

We have compared the geometries of I and V, for which X-ray crystal structures are known,[23] with 
the optimized geometries of these complexes obtained with the same functionals and basis set (see 
Table S5). In these cases, the best agreement is obtained with ωB97X-D, whilst B3LYP gives the 
largest discrepancies. This indicates that there is no clear correlation between the quality of the 
predicted structure and the accuracy of predicted IR spectrum. 
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Figure 7. MAE (A) and RMSE (B) calculations between experimental and predicted vibrational 
frequencies at various DFT levels. 

 

Table 2. A comparison of determined parameters to be used to computed predicted frequency 
values from unscaled theoretical values. 
Functional Basis set aa ba R2 b sfave 
B3LYP def2-SVP 1.0966 -96.9 0.9944 0.9777 
B3LYP 6-31G(d,p) 1.0726 -63.0 0.9969 0.9759 
B3LYP 6-31+G(d,p) 1.0647 -56.7 0.9978 0.9789 
M06-2X 6-31+G(d,p) 1.1328 -125.8 0.9885 0.9643 
CAM-B3LYP 6-31+G(d,p) 1.1140 -99.3 0.9919 0.9631 
LC-BLYP 6-31+G(d,p) 1.1722 -146.3 0.9799 0.9430 
ωB97X-D 6-31+G(d,p) 1.1201 -107.7 0.9935 0.9633 
a predicted frequencies values are obtained from the linear correlation analysis, with υpredict = (υcalc - 
b)/a; b linear correlation coefficient. 

 

The combined calculated MAE and RMSE with respect to the experimental data for complexes I-X, 
which will be subsequently referred to as “global” MAE and RMSE, can be assumed to be an 
“accuracy index” of the vibrational frequencies predicted by the respective functionals. It then 
becomes valid to ask if these error values might be used to provide an indication of the reliability of 
any given calculated structure. Such a difference between the experimental and theoretically 
predicted spectra of other molecules can obviously arise from an intrinsic error in the functional or 
because an incorrect structure has been calculated. To look into this further, the “individual” RMSE’s, 
i.e. the RMSE for each individual complex I-X, were calculated at all DFT levels, using the linear 
relationship parameters (Figure 8). The lowest individual RMSE are obtained at all DFT levels for V 
whereas the largest individual RMSE are found for III (CAM-B3LYP), IV (B3LYP), IX (LC-BLYP) or X 
(M06-2X and ωB97X-D). The variation relative to the global RMSE reaches a maximum of 75% for all 
DFT levels, i.e. all individual RMSE of I-X lie within a range defined by [global RMSE x (1-¾); global 
RMSE x (1+¾)]. This indicates that if the RMSE between the experimental and theoretical spectra lie 
within this range of error for a given computed molecule, then the degree of variation is essentially 
compatible with the accuracy of the DFT method employed and the structure that has been 
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computed may correspond well to the experimental one. Conversely, if an individual RMSE lies 
outside of this margin of variation, then the molecular structure under consideration in the 
computational model may be erroneous and should be checked. 

 

 
Figure 8. Computed individual RMSE based on the linear correlation analysis for each individual 
complex I-XII at various DFT levels. The global RMSE values for the 64 vibrational modes whole 
dataset (complexes I-X) are indicated by the horizontal black line. The error bar indicates the [global 
RMSE*(1-¾); global RMSE*(1+¾)] range.  

 

To finish, we have studied two other compounds, namely [Zn(2)2]2+ (XI) and [Zn(4)]•+ (XII), in order to 
compare the results obtained on our database I-X to other compounds that have been studied 
independently. The experimental IRMPD spectrum of XI has been recorded under the same 
experimental conditions as those for I-X and is given in Figure S11. The experimental IRMPD 
spectrum of XII has been published recently[22b] and theoretical spectra of XI and XII have been 
computed with the different DFT levels under investigation above. The comparison between the 
experimental IRMPD spectra and the predicted theoretical spectra gives rise to individual RMSE 
values that are shown in Figure 8. For both XI and XII, all individual RMSE are within the [global RMSE 
x (1-¾); global RMSE x (1+¾)] range, suggesting that the computed structure corresponds well to the 
experimental product. Put more clearly, even if the IR spectrum of XII calculated using ωB97X-D 
shows significant differences from compared to the experimental one, with an individual RMSE value 
equal to 26.2 cm-1, the computed structure can be considered to be the correct one because the 
error value is smaller than the global RMSE defined for this method (16.6 cm-1) raised by the 75% 
factor defined above (16.6 x (1+¾) = 29.0 > 26.2). This is in good accord with the observation that the 
computed structures of XI and XII corresponds to a tetrahedral zinc(II) complex and a planar di-
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coordinated Zn(I) complex respectively at all DFT levels. These results therefore confirm the potential 
of using the relative discrepancy between the individual RMSE of any compounds and the global 
RMSE obtained for I-X as a confidence interval. It should be noted, however, that a small deviation 
does not indicate the correct structure per se. Several deliberately incorrect structures have been 
computed; unsurprisingly, the deviation relative to experiment can lie within or outside the 75% limit 
because similar IR spectra can be generated by different isomers or conformers. This illustrates that 
IR spectroscopy will not always be sufficiently discriminating to uniquely identify a precise structure.     

If the data above give good corrections for the complexes under study, the referees quite reasonably 
ask how generally applicable the values recommended here might be for other compounds such as 
protonated peptides, or other classes of ions often studied by IRMPD, or how appropriate they might 
be for wavenumber ranges either above 2000 cm-1 or significantly below 900 cm-1. The precise values 
of a and b that might be appropriate for use outside the wavenumber ranges studied here are clearly 
open to question, and further experimental data will be required to answer such questions 
definitively. We note that scaling factors are normally used independently of the nature of the test 
compound, and it seems reasonable to assume that this should also be acceptable for linear 
correction.  

Conclusion 

In this work, we have explored the ability of various DFT functionals to reproduce IRMPD spectra of 
organometallic complexes whose structure is well-defined. For this purpose, we have recorded a set 
of experimental benchmark data for gas-phase IR frequencies containing 64 vibrational modes for 10 
molecules. These spectra were used as reference for comparison with the spectra calculated using  
three basis set and five different DFT functionals. Standard B3LYP and M06-2X functionals have been 
tested, as well as the CAM-B3LYP, LC-BLYP and ωB97X-D RSH functionals that are important when 
the electronic structure of a molecule, most often a radical, is imperfectly described because of self-
interaction errors. The comparison between experimental and theoretical spectra has allowed us to 
define scaling factors that are well adapted for gas-phase studies of this sort. Additionally, we have 
shown that the near-universal practice of employing scaling factors is not the most efficient for 
comparing experimental and theoretical spectra of this type: linear correlation analysis gives MAE 
and RMSE errors that are about 30% lower than those predicted using scaling factors. With the 6-
31+G(d,p) basis set, the accuracy of the functionals in predicting IRMPD spectra decrease across the 
series: B3LYP > ωB97X-D > CAM-B3LYP > M06-2X > LC-BLYP with whole-set RMSE’s of 9.6, 16.6, 18.4, 
22.0 and 29.3 cm-1 respectively. Calculation of individual RMSE for I-X indicates relatively dispersed 
results with an error margin of ±75% relative to the global RMSE. A study of two other complexes 
confirms that this deviation from the global RMSE may be used as a confidence interval for the 
calculated structure, whose criteria are that if the deviation of the individual RMSE relative to the 
global RMSE is less than 75% of the latter, the studied structure can be considered relevant. For a 
larger difference, the structure should probably be rejected. Further work is in progress in our 
laboratories to extend these results to a broader range of compounds.  
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Experimental Section 

Complexes synthesis and sample preparation: Zn(BF4)2 hydrate (Strem Chemicals) was used without 
further purification. 
Ligands 2 and 3 were prepared according to related published procedures.[26]  
Ru(bipy)2Cl2 was prepared according to the synthesis described by Meyer et al.[27]  
Ru(bipy)2Cl2 (1 eq.) and AgBF4 (2 eq.) were mixed in acetonitrile and heated at 60°C overnight, the 
mixture was filtrated and then 3 was added to the filtrated solution and stirred for 2h. IX is observed 
in the full mass spectra obtained from the diluted crude solution.  
Ru(bipy)2Cl2 complex was stirred for 2h in acetonitrile solution. X is observed in the full mass spectra 
obtained from the diluted crude solution.  
Solutions for zinc complexes I-VIII and XI were prepared in a 1:2 water/acetonitrile solution by mixing 
one or two ligands and zinc(II) tetrafluoroborate.  

General procedure for IRMPD experiments: Zinc and ruthenium complexes were formed in an 
electrospray source in positive mode and observed by high resolution mass spectrometry with a 7T 
Fourier Transform Ion Cyclotron Resonance (FT-ICR) tandem mass spectrometer (Bruker Apex Qe). 
The ion of interest was isolated in the quadrupole with an isolation window of m/z 0.5 to 10 and 
accumulated in the collision cell for between 0.1 and 2 seconds. This ion is then transferred to the 
ICR Cell and irradiated for between 0.15 and 2.0 seconds with an IR laser. Vibrational spectra were 
obtained in the 900-2000 cm‒1 region by IRMPD using the FT-ICR spectrometer coupled to a tunable 
free electron laser at the Centre Laser Infrarouge d’Orsay (CLIO).[28] In IRMPD action spectroscopy, 
when the laser wavelength becomes resonant with a vibrational transition of the mass-selected 
species, a sequential absorption of multiple photons that is coupled to fast intramolecular vibrational 
redistribution can deposit internal energy within the species up to threshold energy for 
fragmentation. The intensity of parent and fragment ions after laser irradiation are monitored as a 
function of the excitation wavelength, with the photofragmentation yield being calculated for each 
wavelength according to -ln[Iparent/(Iparent + ΣIfragments)]. At each wavelength step, 2 to 8 mass spectra 
were averaged. Experimental details for complexes I-XI are given in the SI.  
The bandwidth of the IR laser is of the order of 0.5% of the central wavelength.[29] The wavelength 
stepping used for acquisition is between 3 and 5 cm-1. The experimental wavenumbers have been 
calibrated based on the spectrum of a polystyrene film. Then, experimental peak positions have been 
determined based on the maximal signal amplitude, which was obtained from an average over three 
consecutive values. 

Computational details for DFT calculations: Calculations were carried out with the Gaussian09 
package[30] and all structures were fully optimized without any symmetry constraints at the DFT level. 
Five different exchange-correlation functionals, which cover different categories from “conventional” 
to range-separated hybrid (RSH) functionals, have been applied for these calculations: (i) the hybrid 
GGA functional B3LYP,[31] which includes 20% of Hartree-Fock exchange (XHF); (ii) the hybrid meta-
GGA functional M06-2X,[32] which includes 54% of XHF; (iii) the RSHs CAM-B3LYP,[33] LC-BLYP,[34] and 
ωB97X-D,[35] which present a growing fraction of XHF with increasing interelectronic separation in the 
19-65, 0-100 and 22.2-100 range, respectively. The speed of the transition from Kohn-Sham 
exchange to XHF is governed by the attenuation parameter ω whose value is 0.33, 0.47 and 0.20 a.u. 
for these three functionals, respectively. Three valence double-ζ basis set have been used. The first 
one, noted def2-SVP, used the def2-SVP split-valence basis set developed by Weigend and 
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Ahlrichs.[36] The second and third basis set, noted respectively 6-31G(d,p) and 6-31+G(d,p), used 
valence double-ζ Pople basis set,[37] without or with diffuse function on heavy atoms.[38] These basis 
set were used for all atoms but Ru for which the LanL2DZ pseudopotential and associated basis set[39] 
has been employed. For each stationary point, we carried out a vibrational frequency calculation at 
the same level to characterize their nature as minima. Stick spectra, as well as Lorentzian line shapes, 
with a full width at half maximum (fwhm) of 5 or 10 cm-1, were used to generate the calculated IR 
spectra. 

Analysis tools: For each level of theory and each protocol used to obtained unscaled theoretical 
vibrational frequencies, the predicted frequency values are obtained following two various 
strategies. First, we used the traditional approach which consists to determine (or select in the 
literature) a scaling factor and to multiply the unscaled theoretical vibrational frequencies by this 
scaling factor (vide infra). In a second strategy, the unscaled theoretical vibrational frequencies are 
plotted against the determined experimental vibrational frequencies for the 68 vibrational modes ν. 
A linear correlation is then used to determine a linear relationship (y = ax + b) between experimental 
and theoretical values. The equation (1) produces the predicted frequency values υν

predict from the 
unscaled theoretical vibrational frequencies υν

calc. 
 

 

 
(1) 

 

 
The accuracy of the predicted frequency values is analyzed by two numerical tests. First we use the 
mean absolute error (MAE) given by equation (2). 
 

 

 
(2) 

 

 
Second, the root-mean-square error (RMSE, equation (3)) between the experimental and predicted 
frequency values has been calculated to evaluate the prediction capabilities.  
 

 

 
(3) 

 

 
Since the errors are squared before they are averaged, the RMSE gives a relatively high weight to 
large errors compared to MAE. 
 
Three different scaling factors have been estimated for each level of theory and each protocol used 
to obtained unscaled theoretical vibrational frequencies. First, Individual scaling factors sfν have been 
obtained for each of the 68 vibrational modes ν by dividing the experimental value υν

exp by the 
corresponding calculated value υν

calc. The arithmetic averaging of the individual scaling factors is used 
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to determine the “average” scaling factor sfave = (Σ sfν)/68. Scaling factors which minimize the MAE 
(sfMAE) or the RMSE (sfRMSE) have also being obtained. 
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64 experimental vibrational modes, from 10 organometallic complexes, have been measured and 
used as reference database against which DFT methods have been evaluated. The use of a linear 
correlation instead of a scaling factor significantly improves the prediction accuracies of all 
functionals. 
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