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recombination remain to be clarified. 
A second important point of this study is that the recovery of 

the induced absorption decay at  720 nm remains incomplete. 
During the first 100 ps after the femtosecond ionization of water 
molecules, the fast recombination represents around 50% of the 
early signal. This percentage is higher than the value that has 
been obtained in the nanosecond range with picosecond pulse 
radiolysis of pure water.*+’ The authors have observed that from 
200 ps to 3 ns the hydrated electron decays to 15% its initial value.’ 
This apparent discrepancy between photolysis and radiolysis ex- 
periments can be caused by the difference in the observation time 
range, the injection modes of excess electrons which differ by the 
residual energy, and the initial spatial distribution of electron- 
radical pair. 

Our femtosecond investigations suggest that a fraction of excess 
electrons may have trapping and solvation distances greater than 
the Onsager radius (rc = e2/4mkt  = 7 8, in water) and escape 
far from the geminate primary radicals H30+ or OH. From the 
available data in the literature, the assumed thermalization length 
of electrons in liquid water is in the range 20-50 &I5-’’ Indeed 
the electrons that are not hydrated in the vicinity of H30+ or OH 
have a low probability of undergoing a fast geminate recombi- 
nation process because the long-range Coulomb-type interactions 
remain negligible. 

Further experiments are in progress to determine whether the 
percentage of geminate recombination of electron-radical pair 

( I  5)  Mozumder, A.; Magee, J.  L. Inr. J .  Radiat. Phys. Chem. I975,7,83. 
(16) Magee, J. L.; Chatterjee, A. Radiar. Phys. Chem. 1980, 15, 125. 
(17) Zaider, J. L.; Brenner, D. J .  Radiat. Res. 1984, ZOO, 245. 

at early times is dependent on the kinetic energy of e x m  electrons 
and on the initial distribution of hydrated electrons near the 
counterion H30+ or the hydroxyl radical OH. 

These femtosecond investigations on geminate pair recombi- 
nation provide fundamental information about the behavior of 
photoejected epithermal electrons ( E  = 1.5 eV) in pure aqueous 
media and permit a direct estimate of the rate of reactivity of 
hydrated electron with primary radicals. We are comparing the 
time-resolved femtosecond data with transient solutions of the 
Smoluchowski equation governing diffusive geminate charge pair 
recombination in a Coulombic well and which takes into account 
a radial distribution function of the charge pair separation.’*Jg 
Morqover, the analysis of the femtosecond reactions in the 
framework of molecular dynamics simulation and computed 
stochastic models4,6*7*20,21 would permit an assessment of the im- 
portance of the initial spatial distribution of ionized species, the 
proton jump, high-frequency fluctuations of the electrostatic 
potential, or local dynamical molecular structure of the sur- 
rounding fluid in the fast radical reactions, including geminate 
electron-ion pair or electron-radical recombinations. 
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In this paper, we present an algorithm through which unstable states can be stabilized in bistable chemical systems. The 
control algorithm is designed to be easy to implement through microcomputer control of the bifurcation parameter. As a 
test case and example, we consider the unstable branch of the bistable iodate-arsenous acid reaction in a continuous flow 
stirred tank reactor. 

Introduction 
This paper is concerned with the stabilization of unstable states 

in bistable chemical systems. The problem is of interest from both 
the applied and the fundamental point of view. On the practical 
side, the deliberate operation of chemical reactors near or a t  an 
unstable steady state often allows for optimum yield and/or se- 
lectivity.’ It is therefore no surprise that most of the early work 
on this problem has been reported mainly in the chemical engi- 
neering literature.’” The use of feedback controls to stabilize 
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unstable states was first explored by Aris and Amundson2 and 
later by many others.’” An alternative approach through which 
unstable states can be stabilized by appropriate periodic operation 
of the input flow rates has recently been suggested by Meerkov 
and  collaborator^.'^^ In a recent series of experiments, Ross et 
al. used a delayed feedback loop to stabilize and map the unstable 
branch in two different illuminated thermochemical systems! The 
technique used is elegant and yields spectacular results. Unfor- 
tunately, the requirement that the dynamical equations remain 
unchanged by the feedback mechanism makes this technique 
difficult to apply in the case of more complicated systems. From 
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Ibid. 1984, 81, 1327-1335. 
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the fundamental point of view, very little is known of these unstable 
states as they usually are not accessible experimentally. Yet, the 
accurate determination of the unstable branch is a key element 
in many fundamental problems related to instabilities in chemical 
systems. Examples of such problems are (1) understanding the 
mechanism through which transitions are triggered in multistable 

(2) the theory of transition rates in bistable systems 
driven by external noise,IO and (3) the study of the relaxation of 
unstable states in chemical systems.”J2 

In this paper, we suggest an algorithm through which unstable 
states can, in principle, be stabilized ad infinitum. Our approach 
is based on the use of a feedback control loop. The key parameters 
of the control loop are the relaxation rate and a parameter that 
we define as the “action threshold parameter”. Our approach is 
not entirely new, and its seeds can be found in a variety of papers 
on feedback control of unstable states.I” We believe, however, 
that our method has the merit of being easier to implement than 
previous onestd and could, therefore, be used in the many systems 
that are of current interest in nonlinear chemical dynamics.13 As 
a test case, we consider the bistable iodate-arsenous acid reaction 
in a continuous flow stirred tank reactor (CSTR). 

Experimental Section 
Our experiments were carried out in a CSTR, the design of 

which was described elsewhere.I2 Reactants were fed separately 
to the reactor by means of two ISCO high-pressure liquid chro- 
matography pumps equipped with Hastelloy C-276 inert heads. 
Flow rates of each reactant were kept identical a t  all times. All 
tubings were made of Teflon. The pumps were microcomputer 
controlled via a Keithley DAS 500 data acquisition and control 
system. An iodide selective electrode (Orion Model 94-53A) was 
used to monitor the iodide concentration in the reactor. Fresh 
reactant solutions were prepared daily and buffered a t  pH 2.15 
with a Na2SO4/H2SO4 buffer. The flow rate resolution of the 
pumps was f0.05 mL/min. 

Results 
The autocatalytic oxidation of arsenous acid in a CSTR is 

known to be bistable over a wide range of control parameters.14J5 
In excess arsenous acid, the stoichiometric reaction is given by 

where the iodide concentration X = [I-] satisfies a rate law of the 
form 

(1) 

p = kokz‘ (2a) 
(2b) 
(2c) 

s = -kozXo (2d) 
In the expressions above, we use Showalter’s notation and values 
for k, and kz, i.e.14J5 

(3a) 

(3b) 

Bo = [I03-10 (3c) 

xo = [I-lo (3d) 

IO3- + 3H3As03 I- + 3H3As04 

dX/dt = pX3 + qx‘ + rX + s = AX) 
with p, q, r ,  and s given by 

4 = kO[kl’ - kz’(B0 + X0)l 
r = ko[l - kkl’(BO + Xo)] 

kl’ = kl[H+IZ = 4.5 X 1O3[H+I2 M-3 s-l 

k; = k2[H+l2 = 4.5 X 1O8[H+IZ M4 s-l 
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Figure 1. Steady-state iodide concentration X, calculated from cq 1 
[(dX/dt)x, = 01 for [H3As0310 = 3.00 X lo-’ M, [IO<] = 7.2 X lo-* 
M, [I-lO = 3.2 X M, and [H+l0 = 1.12 X M. Solid lines 
represent stable steady states whereas the dotted line represents the 
unstable branch of steady states. 

X -  
Figure 2. Schematic representation of potential V(X) as a function of 
the iodide concentration X and the total reactant flow rate (a ko). V(X) 
was calculated from q 5 for 2 0  equidistant values of ko between points 
A and B in Figure 1. Other conditions are as per Figure 1 .  See text for 
commen ts . 

where [ lo refers to the concentration of the mixed reactant stream 
before any reaction takes place. k,, is the reciprocal residence time 
in the reactor and is proportional to the total reactant flow rate. 
The polynomial fo is cubic and, therefore, may possess, for a 
range of parameters, three positive roots corresponding to three 
distinct steady states. In these cases, two of the steady states are 
stable and one is ~ n s t a b l e ’ ~ . ’ ~  (Figure 1). In order to illustrate 
our approach, let us consider f i x )  as deriving from a potential 
V(X) such that 

av AX) =- -  
6X (4) 

with 

V(X) = ax4 + bx3 + c x z - s x  (5) 
and a = -p/4, b = -q/3, and c = -r/2.I6 A schematic repre- 
sentation of potential V(X) is given in Figure 2 for a set of points 
between A and B in Figure 1. For convenience here, the total 
reactant flow rate (0: ko) is used as our bifurcation parameter. 
In this figure, stable steady states correspond to potential minima, 
while the unstable states correspond to maxima. The latter are 
the ones in which we are interested. Let us now assume that the 
system is first prepared in a stable state corresponding to point 
A (Figures 1 and 2). Next, assume the flow rate is suddenly 

(16) The kinetic potential description of the arsenous acid system was used 
previously by Ganapathisubramamian and Showalter in their study of the 
relaxation behavior in that system. See: Ganapathisubramamian, N.; 
Showalter, K. Abstr. Pup-Am. Chem. Soc. 1986. 191 (Phys 175). 
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Figure 3. Real-time traces showing the use of control algorithm (6) in 
the stabilization of an unstable state: (a) the iodide versus reference 
electrode potential plotted against time; (b) the corresponding trace of 
flow rate versus time. for the same experiment. Experimental conditions 
are as per Figure 1. Initially, the system is first brought to a stable steady 
state and the reactant flow stopped at point 1. As seen in (a), the system 
then starts its transition to the upper branch of stable steady states. At 
a preset EMF value (point 2), the feedback control (6 )  is triggered. The 
system then gradually evolves to a stationary unstable state (point 3) after 
a brief overshoot. In this example, the initial flow rate guess used as a 
starting point at (2) was intentionally taken as being far from the ap- 
proximate location of the unstable state at that flow rate. The time to 
stabilize the unstable state was therefore much longer than usual (3 15 
min). For that particular experiment, we used AX, = 0.5 mV and Af = 
0.5 mL/min. 

brought to a point corresponding to B. As seen in Figures 1 and 
2, the upper branch of steady states is no longer stable and, as 
a result, the system gradually undergoes its transition to the lower 
branch of stable states. The idea behind our control loop is to 
continuously monitor the relaxation of the system and, according 
to its “direction”, increase or decrease the flow rate in such a way 
as to gradually move the system over the ridge. In our example, 
the system a t  point B would spontaneously tend to relax to the 
lower (right-hand) steady state, thereby forcing a decrease in the 
flow rate. A few iterations of the control loop would eventually 
yield a path similar to BC (Figure 2). At point C, the sign of 
the relaxation function changes and the flow rate would be in- 
creased. As a result, the system gets closer and closer to path 
E F  which eventually becomes a more or less periodic function of 
time. The unstable state corresponding to the moving average 
of path E F  would then be stabilized. Assuming a continuous 
monitoring of X (small At), the algorithm through which this 
strategy is implemented can be written as 

fit+At) = f i r )  + (Afl[S(AX - AX,)] [sign (dX/dt)] (6) 
wherefit) andfir+At) are respectively the flow rates a t  time t 
and (t + At), and AX = x(t+Ar) -X( t f ) ,  tf being the time at which 
the last flow rate correction was made. Afis the flow rate in- 
crement, and AXc is a parameter that we define as the action 
threshold parameter. This parameter, along with its associated 
delta function, is here introduced more for practical than fun- 
damental reasons. However, this parameter is essential to the 
proper implementation of our control algorithm. Its significance 
is as follows. In any experiment, noise is always present to some 
extent in the monitoring process. For example, the continuous 
monitoring of X = [I-] a t  a stationary state would reveal that 
dX/dt is continuously and randomly changing sign as a function 
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Figure 4. Iodate-arsenous acid bistability showing the experimental 
stable steady states (solid symbol) and unstable states (open symbol), as 
determined using control algorithm (6). Experimental conditions were 
as per Figure 1. 

of time. In the control algorithm ( 6 ) ,  the delta function 6(AX 
- AX,) ensures that the monitored variable changes by a minimum 
preset amount AX, before any change in flow rate occurs. Taking 
AXc larger than the average noise deviation ensures a smooth path 
toward an unstable state. 

Figures 3 and 4 illustrate experimental results obtained upon 
implementation of control algorithm (6) for the iodate-arsenous 
acid reaction. The results of Figure 4 were obtained in a set of 
runs that were done over a period of 1 week. The unstable states 
were found to be amazingly consistent and, as seen in Figure 4, 
fit nicely between the two branches of stable states. No attempt 
was made to compare the experimental unstable states with sim- 
ulation results, as the latter are only qualitatively correct.14 Our 
assessment of algorithm (6) can be summarized as follows. (a) 
Control algorithm (6) is fairly robust and “moderately” inde- 
pendent of the choice of AJ Small values of Ajusually yield more 
accurate values of the unstable-steady-state location. However, 
multiple overshoots are then common,6 and the time required to 
reach an unstable state is longer. (b) In its present form, algorithm 
(6) does not allow one to “target” an unstable state and to reach 
it. The state reached depends on the operational parameters. 
However, a few tries are usually enough to pinpoint a region and 
to map it. Moreover, algorithm (6) could easily be improved to 
accommodate a target option. (c) One nice feature of our al- 
gorithm is that it does not change the stability properties of the 
stationary states.’ Once an unstable state is reached, flow rate 
corrections occur only occasionally (Figure 3). The system then 
spends most of its time in an unstable equilibrium in a narrow 
region on the potential ridge, obeying its deterministic kinetics. 
We have also verified that the algorithm does not change the 
location and stability properties of the stable steady states. The 
steady states obtained with and without feedback were the same, 
within our experimental uncertainty. Whether or not algorithm 
(6) would create spurious states in more complicated situations 
(e.g., close proximity of more than two states with different 
stabilities) still remains to be verified. (d) Although our algorithm 
does not impose any limits onmthe time for which an unstable state 
can be stabilized, it is difficult in practice to stabilize an unstable 
state for an extended period of time. This is especially true for 
those states that are close to the marginal stability points. In this 
case, the relaxation is very slow in one direction and fast in the 
other. The system then has a tendency to drift toward the nearby 
stable state or to an unstable state further away from the hysteresis 
limit. (e) An interesting point raised by one of the referees is how 
the availability of more degrees of freedom might affect the 
technique. First, let us emphasize that the arsenous acid system 
was deliberately chosen for this initial study because of its sim- 
plicity. In excess arsenous acid, its one-dimensional structure 
allows the definition and calculation of a unique global potential 
describing the relative dynamic stabilities of the steady states. This 
potential ensures that the only attractors in the vicinity of the 
unstable branch are two sets of stable nodes. In multidimensional 
systems, this is not necessarily the case. A variety of attractors 
of different topology can exist in the phase space in the vicinity 
of the separatrix considered. The mapping of a given unstable 
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might however be preferable to the initial “free fall” technique 
used in this paper. 
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branch by our technique would then be more delicate but nev- 
ertheless possible, provided the attractors are not too close. In 
multidimensional systems, a more direct initial approach of the 
unstable branch (e.g., through sudden injections of reagents”) 

(17) Pifer, T.; Ganapathisubramanian, N.; Showalter, K. In Non-Equi- 
librium Dynamics in Chemical Systems; Vidal, C., Pacault, A., Eds.; 
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In the  ligand-bridged complex [(bpy)(CO)3Re1(4,4’-bpy)Re’(CO)3(4,4f-(CO2Et)zbpy)]2+ (bpy is 2,2’-bipyridine; 4,4’-bpy 
is 4,4’-bipyridine; 4,4’-(C02Et)2bpy is 4,4’-bis(ethoxycarbonyl)-2,2’-bipyridine) Re’ - bpy excitation is followed by rapid, 
k(CH$N,295 K) > 2 X lo8 s-l, intramolecular energy transfer to give [(bpy)(CO)3Re1(4,4’-bpy)Re*1(CO)3(4,4’- 
(C02Et)2bpy’-)]2+*. Energy transfer appears to  occur by an electronfenergy transfer Ycascade” involving the bridging ligand. 

A theme in our work  has been the construction of designed 
molecular structures in which the Occurrence and directionality 
of intramolecular light-induced electron or energy transfer can 
be controlled.’J We report here an example where intramolecular 
energy transfer can be controlled in a ligand-bridged complex by 
changing the acceptor properties of the bridging ligand. 

Our studies have been based on the series of complexes 

with (I)  X = X’ = C02Et, (11) X = X’ = NHz, (111) X = X’ = 
H, and (IV) X = H and X’ = C02Et. The ligand abbreviations 
are b or bpy for 2,2’-bipyridine, 4,4‘-bpy for 4,4‘-bipyridine, and 
4,4’-(X)2bpy for 4,4’-(X)*-2,2’-bipyridine (X = H, NH2, or 

[(4,4’- (W2bpy 1 (CO) 3Re1(4,4’-bpy )Re1(C0)3(4,4’- (X’ MPY) 1 2+ 

C02Et).3 

/C02Et 
COzEt 
\ 

(b) (b(NHd2) 

Shown below is a schematic representation of the structure which 

illustrates the facial geometry at the individual Re(1) sites in the 
ligand-bridged c~mplexes.~ 
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Following dr(Re) - r*(bpy;4,4’-bpy) metal to ligand charge 
transfer (MLCT) excitation of the ligand bridged complexes, the 
final electron acceptor site can be controlled by varying the 
substituents, X and Xf.s In [(b(C02Et)2)(CO)3Re1(4,4f-bpy)- 
Re’(CO)3(b(C02Et)2)]2+ cyclic voltammetric measurements show 
that the first ligand-based reduction occurs at E112 = 4 . 8 2  V vs 
SSCE.6 Because of the electron-withdrawing ester substituents, 
the reduction is localized at the (bpy(CO2Et)J ligands. In 
CH3CN at 295 f 2 K, laser flash excitation’ at 390 nm into the 
dr(Re) - ~*(b(CO~Et)~;4,4’-bpy) MLCT manifold leads to an 
emission (A, = 650 nm) which decays with T = 118 * 3 ns. The 
transient absorbance spectrum8 in Figure 1 A, which was acquired 

(1 )  Schanze, K. S.; Neyhart, G. A.; Meyer, T. J. J. Phys. Chem. 1986,90, 
2182. 

(2) (a) Chen, P.; Danielson, E.; Meyer, T. J. J. Phys. Chem. 1988, 92, 
3708. (b) Chen, P.; Westmoreland, T. D.; Danielson, E.; Schanze, K. S.; 
Anthon, D.; Neveux, P. E., Jr. Inorg. Chem. 1987,26, 11 16. (c) Danielson, 
E.; Elliot, C. M.; Merkert, J. W.; Meyer, T. J. J. Am. Chem. Soc. 1987,109, 
25 19. 

(3) The symmetrical complexes were obtained in refluxing THF by the 
reactions between 4,4’-bpy and an excess of the appropriate triflate complex 
[(4.4’-(X)2-bpy)(CO)3Re (CF3S03)]. The unsymmetrical complexes were 
synthesized from [(bpy)(CO)3Re’(L)]+ (L = 4,4’-bpy or 3,3’-(CH3)2-4,4’-bpy) 
and an excess of [(4,4’-(C02Et)2-bpy)(CO)3Rei(CF3S03)]. The product salts 
precipitated spontaneously or were precipitated by the addition of ethyl ether. 
Purifications were achieved by chromatography on silica gel (75-230 mesh) 
by using a 1:2 (v:v) CH3CN/CH2C12 solvent mixture. After the solids were 
collected by evaporation, they were rechromatographed, if necessary, by 
starting with the same solvent mixture and ending with 101 acetone/water 
containing -5 X M (NH4](PF6) as eluent. The product was dried, 
redissolved in CH,CN, and reprecipitated by the addition of ether. Satis- 
factory elemental analyses were obtained in all cases. ‘H NMR (CD$N, 
200 MHz) spectra were consistent with the proposed formula. Complete 
experimental procedures will be described in a subsequent paper. 
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(5) Wacholtz, W. F.; Auerbach, R. A.; Schmehl, R. H. I w g .  Chrm. 1986, 
25, 227. 

(6) All cyclic voltamogramms were obtained in argon deaerated 0.1 M 
(N(n-C4H9)4](PF6) CHICN solutions vs SSCE by using a platinum disk as 
the working electrode at scan rates of 0.1 V/s. 

(7) Emission lifetime measurements were obtained by using a PRA LN 
1000/LN 102 nitrogen laser/dye laser combination for sample excitation. 
Emission was monitored at a right angle to the excitation by using a PRA 
B204-3 monochromator and a cooled, 10-stage, Hamamatsu R928 PMT 
coupled to either a LeCroy 9400 or a LeCroy 8013 digital oscilloscope in- 
terfaced to an IBM PC. The absorbance (in 1-cm cuvettes) of the different 
solutions was -0.1 at the excitation wavelength. Solutions were deoxygenated 
by Ar bubbling. 

(8) Transient absorbance measurements were performed by using the third 
harmonic of a Quanta Ray DCR-2A Nd:YAG laser. The excitation beam 
was coincident to an Applied Photophysics laser kinetic spectrometer including 
a 250-W pulsed Xe arc probe source, a f/3.4 grating monochromator, and a 
5-stage PMT. The output was coupled to a Tektronix 7912 digital Oscilloscope 
interfaced to an IBM PC. Electronic control and synchronization of laser, 
probe, and digital oscilloscope was achieved by electronics of our own design. 
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