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Vibrational population dynamics of the HgI photofragment
in ethanol solution

Nick Pugliano, Arpad Z. Szarka, S. Gnanakaran, Matt Triechel,
and Robin M. Hochstrasser
Department of Chemistry, 231 South 34th Street, University of Pennsylvania, Philadelphia,
Pennsylvania 19104

~Received 8 September 1994; accepted 14 July 1995!

The vibrational population dynamics of HgI fragments in ethanol solution, resulting from the 320
nm photolysis of HgI2, are examined both experimentally and by a simulation. The experiments
reveal an HgI population distribution which rapidly relaxes toward equilibrium. At the earliest
times, the HgI exhibits vibrational coherent wave-packet motion that dephases with a time constant
of ca. 1 ps. These data are used to gain insight into the character of the solvated potential energy
curves. The population relaxation was adequately reproduced by master equations which were
formulated to incorporate the HgI anharmonicity and a solvent frequency dependent friction. This
treatment characterizes the spontaneous vibrational relaxation timescale for then951→0 transition
to be ca. 3 ps, and is used to identify the relaxation rate constants for all other HgI level pairs. The
simulations estimate that the initial excess energy of HgI is centered atn9>10 which corresponds
to a total excess energy of ca. 1050 cm21. © 1995 American Institute of Physics.

I. INTRODUCTION

The relaxation of vibrational energy in diatomic mol-
ecules is a fundamental component of chemical reaction dy-
namics in solids,1 liquids,2 and solutions.3 In high pressure
gases and liquids a basic question which remains unresolved,
is the detailed manner by which a vibrationally hot diatomic
molecule approaches equilibrium with its surroundings.4 Ex-
perimental studies of such relaxation can expose the influ-
ence of the external solvent forces acting on a single mode,
free from the complications arising from internal mode cou-
pling, such as occurs in polyatomic molecules.5,6 In liquids,
experiments on highly excited diatomic molecules produced
by photoreactions have begun to appear only recently7–10and
there is a need for more investigations of this type. In addi-
tion, computer simulations based on classical dynamics have
been employed to predict the nature of the forces involved in
such energy relaxation processes.11–13The appropriateness of
such simulations in predicting the relaxation of quantum me-
chanical oscillators in model liquids is also being
evaluated14,15 but methods for the prediction of these pro-
cesses in real solutions need considerably more develop-
ment.

Vibrationally hot diatomic molecules resulting from
chemical reactions are readily generated and are often stud-
ied in gases.16 The timescales of the relaxation dynamics are
controllable in such cases by changing the pressure of a
buffer gas. Reactions having these characteristics form the
basis of infrared chemical lasers.17 In solutions, the ‘‘colli-
sional’’ frequency is in excess of 1013 s21 and the corre-
sponding relaxation processes can be extremely fast if the
solute–solvent forces are sufficiently large. Therefore, the
study of vibrational relaxation of hot diatomics in solutions
relies heavily on the recent developments of ultrafast laser
methods. Three systems have been reported on recently. The
most extensively studied is hot neutral I2 ~Ref. 7! which is
created by solvent cage induced recombination of the photo-

dissociated atoms. Vibrationally hot I2
2 is obtained by photo-

dissociatingI 3
2 in solution8,9 and hot HgI was detected fol-

lowing the photolysis of HgI2.
10,18,19For the case of I2, the

relaxation dynamics depend greatly on the solvent. Times-
cales in different solvents have been reported and range from
50 to 200 ps.7 The hot ion I2

2 dissipates its energy on the
timescale of a few ps in ethanol.8,9 The polar HgI also cools
on the timescale of a few ps in ethanol.10,18,19Each of these
systems presents an opportunity to evaluate the effectiveness
of different types of intermolecular forces related to vibra-
tional relaxation. A systematic study of the mechanism of
vibrational cooling in HgI has not previously been presented
and forms the subject of this paper.

The photolysis of HgI2 has been well characterized by a
number of groups and the early work has been reviewed by
Maya.20 Excitation of gas phase HgI2 into its lowest energy
absorption band is known to produce ground state HgI free
radicals with a quantum yield of unity.20 The excitation of
this HgI2 absorption band results in a branching of the I atom
photofragment between its2P3/2 and

2P1/2 ground and ex-
cited spin–orbit components. The spin–orbit splitting is ca.
7600 cm21 and the pump wavelength dependence of the
branching has been characterized in the gas phase by Hoff-
mann and Leone.21 Finally, the vibrational frequencies for
HgI2 corresponding to the symmetric stretch, the asymmetric
stretch and the bend are 155, 237, and 33 cm21,
respectively.22 The lowest energy absorption spectrum of
HgI2 in ethanol is very similar to that in the gas phase.23

The B 2S1→X 2S1 emission of the HgI free radical
has been carefully studied in the gas phase by a number of
groups.24–27 These experiments have determined that the
equilibrium bond length decreases substantially~which is
typical for an ion pair→valence transition! from 3.3 to 2.8 Å
when the molecule electronically relaxes from theB to theX
state. This is corroborated by the calculations of Wadt28

which characterize the ionic character, and the dipole mo-
ments in these electronic states of the HgCl and HgBr radi-
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cals. The extensive data set has provided an accurate deter-
mination of the potential energy surfaces for both the ground
and excited states, the transition dipole moment function for
theB↔X transition27 and the vibrational frequencies for the
X andB states which are 125 and 110 cm21, respectively.

Ultrafast studies of HgI2 dissociation by Zewail and
co-workers,29 have illustrated isolated molecule dynamics on
the femtosecond timescale. These experiments demonstrated
that a vibrational coherent superposition state of HgI was
created by the reaction, and the wave packets were modeled
using quantum propagation methods.30 The transients also
provided evidence for the branching between the spin–orbit
states of atomic iodine and this has been further verified by
femtosecond time-of-flight techniques.31 This work con-
firmed that the2P3/2 atomic I channel resulted in vibra-
tionally hot HgI, whereas the2P1/2 channel produced rela-
tively cold HgI product. The dissociation dynamics of high
lying excited states of HgI2 have most recently been investi-
gated by means of multiphoton absorption32 to characterize a
number of dissociative pathways that lead to highly energetic
products.

A study of the vibrational energy cooling of solvated HgI
therefore presents an opportunity to evaluate a number of
important parameters of relaxation dynamics for a reaction
which has been well characterized in the gas phase. The
present work is aimed at characterizing the dynamics of en-
ergy flow from HgI to ethanol solvent after the photodisso-
ciation of HgI2. The HgI generated in the photoreaction is
highly vibrationally excited. This permits an opportunity to
explore solute–solvent interactions over much of the poten-
tial surface and thereby examine the effects of anharmonicity
on vibrational energy relaxation. This system is particularly
unique for a number of reasons. The fact that the dipole
moment decreases as the HgI bond stretches is a novel char-
acteristic which presents challenges to condensed phase
theory. The lower energy potential surfaces of HgI are well
known in the isolated molecule and this will allow an evalu-
ation of the effective potential functions in solution. Further-
more, the similarity of the HgI vibrational frequency to those
of I2 and I2

2 should permit meaningful comparisons with
these systems.

II. EXPERIMENT

The femtosecond spectrometer used to conduct these ex-
periments is based on the 20 Hz Nd:YAG amplification of a
CPM laser. The CPM is first preamplified in two stages up to
an energy of ca. 10mJ and the output is recompressed to ca.
100 fs with a grating pair. The light is variably attenuated
and imaged into a short piece of optical fiber. The output of
the fiber extends from 570 nm to beyond 700 nm. This beam
is collimated and used to seed a three stage amplifier for
which the medium is a mixture of DCM and Rhodamine 590
dye. After Nd:YAG amplification up to the 500mJ level, the
40 nm wide spectral profile centered at 620 nm is double
passed through a grating compressor and a prism compressor
to achieve 20 fs pulses.33 This beam is separated into two
parts. One portion is frequency doubled in a 50mm slice of
BBO and the transmitted 320 nm beam is collimated and
separated from the residual 620 nm light with reflective di-

electric mirrors. Deconvolution of the cross correlation of the
320 nm beam with the 20 fs 620 nm pulse results in a 35–40
fs UV pulsewidth. This represents more than a twofold in-
crease in time resolution over the work presented in Ref. 10.
The second portion of the 620 nm beam is variably delayed
and focused into an ethylene glycol jet to generate a con-
tinuum and this provides tunability from ca. 400 nm into the
near infrared. Spectral selection of a particular probe wave-
length is accomplished with 10 nm wide interference filters.
The probe is split into two equal portions which serve as a
signal and reference beam, each of which is detected with
photodiodes. The photodiode signals are processed with box-
car integration and the results are stored in units of absor-
bance. Averaging ca. 2000–3000 laser shots permits a mini-
mum detectable fractional absorbance change of ca. 531024.

The sample was a 0.5 mm flowing jet of an ethanol
solution containing HgI2 at a concentration of 10 mM. The
HgI2 ~99.999% purity Aldrich! was used as received, without
further purification. For this HgI2 concentration, only 60% of
the pump light was absorbed. UV pump energies were al-
ways maintained at ca. 2mJ. Under these conditions, satura-
tion effects were not observed and all signals linearly fol-
lowed the pump intensity. Time zero was found by
conducting a pump–probe experiment on a molecule such as
a stilbene. The estimated uncertainty int0 is no larger than
ca.620 fs. The delay line was scanned linearly from21 to
11 ps with 50 fs steps and logarithmically thereafter.

III. RESULTS AND ASSIGNMENTS

The lowest energy absorption band of HgI2 in ethanol
peaks at 273 nm and apart from the spectral maximum shift-
ing approximately 1400 cm21 to lower energy relative to the
gas phase absorption band, the shape is essentially
unchanged.23,34Therefore, the shapes of the HgI2 surfaces in
the Franck–Condon region and the initial internal dynamics
along the dissociative coordinate are probably similar to
those for the isolated molecule. Furthermore, the primary
photoproducts should be HgI and I~2P3/2! when the solvated
molecule is photolyzed at 320 nm. The time and frequency
resolved data support this expectation.

A. Gas phase potential surfaces

The gas phase potentials are well characterized from the
results ofB→X emission experiments.24–27 For simplicity
the ground and excited state potential surfaces were fit to
Morse functions of the form,

U~r !5Te1D0@12exp~2b~r2r e!/r e!#
2 ~1a!

and theX state vibrational energies are described by

En9
hc

5veS n1
1

2D2xeveS n1
1

2D
2

. ~1b!

The parameters for the HgIX 2S1/B 2S1 states in Eq.~1a!
are Te50/24 072 cm21, D052800/18 850 cm21, b57.1/
2.86, andr e52.8/3.3 Å. These potentials are illustrated in
Fig. 1 by the dashed curves. Open and solid arrows are used
to depict transitions which originate from low and high en-
ergy regions of theX state, respectively. It is apparent from
this drawing that higher frequency probes mainly sample the
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bottom of theX-state potential, whereas lower frequency
probes sample mainly the higher energy portions of the sur-
face.

The observed energies for the vibrational eigenstates in
the X state, agree well with those obtained from Eq.~1b!,
with ve5125 cm21 andxeve51.38 cm21. TheB↔X tran-
sition dipole moment of Ref. 27 was used. Using this func-
tional form for m(r ) an absorption spectrum for theB→X
transition was calculated. Each vibrational wave function
was calculated using a Numerov–Cooley algorithm35 and the
transition moment matrix elements,^Bn8um(r )uXn9& were de-
termined over the range of excited and ground state vibra-
tional levels from 200,n8,0 and 42,n9,0, respectively.
For these surfaces the transition matrix elements
^Bn8um(r )uXn9& in the probe wavelength region used in our
experiments have significant magnitude at HgI bond lengths
corresponding to the attractive region of theX state and the
repulsive region of theB state. The shapes of the potentials
are expected to be least affected by solvent in the region
probed because theB state is least polar there. In theB state,
HgI asymptotically correlates to separated ions~Hg11I2!
while it correlates to atoms in theX state. For simulations of
the solution spectrum each vibronic transition was broadened
by 80 cm21. This corresponds to an electronic dephasing
time of at most 125 fs which is slightly faster than the
dephasing time reported for I2.

36

B. Equilibrium simulations of the X surface

Molecular dynamics simulations of HgI in ethanol using
Charmm37 were used to calculate the potential of mean force
for the HgI,X state. The dipole moment was first calculated
for each internuclear separation by means of theab initio
effective core potentials38–40 as implemented inGAUSSIAN
92.41 With the dipole represented by point charges at the
atomic centers, 50 ps simulations were run at ten internuclear

separations and the results used to calculate the solvent in-
duced forces along the internuclear axis. These forces were
then added to those known for isolated HgI to obtain a mean
force potential. The convergence error was estimated42 to be
635 cm21. This new surface was very similar to that of
isolated HgI, and showed an increase in well depth of only
3%. These results tell us that if the nuclei of HgI were to
move slowly enough in comparison to the energy changes
resulting from solvent reorganization, the mean potential ex-
perienced would not be much altered from that of the iso-
lated molecule. A less physically relevant limit is when the
solvent response is very slow and there is no reorganization
energy. In this case there will be an inhomogeneous distribu-
tion of surfaces governing the faster HgI motion. The mean
well depth can be estimated from the simulation as the aver-
age of the solute–solvent interaction energy at the minimum
compared with the separated atom configuration. For HgI(X)
this energy was found to be 1800 cm21. At present the true
situation is not known but these calculations suggest that the
shape of the effective HgI potential will be a reasonable
starting point for the analysis. The results presented in sub-
sections D and E below further confirm the reasonableness of
this assumption and at the same time permit a fuller charac-
terization of a solvent perturbed surface. First, the nature of
the signals observed in the experiments are described in sub-
section C.

C. The wavelength dependence of the probe signal

The population decay measurements reported below deal
with time delays,t, in excess of ca. 1 ps. It follows that the
pump–probe signal can be calculated from a single time or-
dering of pump and probe fields corresponding to the case in
which the pump fields are first absorbed followed by a cou-
pling to the weak probe field. The probe signal,S~t! mea-
sured under magic angle conditions, can be expressed by a
first-order interaction of the evolving system with probe
field:

S~t!5Re
4p

3\c0 H (
n8,n9

vumn9n8u
2E

2`

`

dt e~ t2t!

3E
2`

t

dt8 e~ t82t!rn9~ t8!exp~Vn9n8~ t82t !!J .
~2!

In Eq. ~2! e~t! is the real probe pulse field envelope,mn9n8 is
the transition dipole connecting vibrational statesuX,n9& and
uB,n8&, rn9(t) is the population of staten9 at time t,
Vn9n85 iDn9n81Gn9n8 such thatDn9n85vn9n8 1 v0 with
vn9n8 5 vn9 2 vn8 being the transition angular frequency,
Gn9n8 is the electronic dephasing for the (B,n8)←(X,n9)
transition andv is the center frequency of the femtosecond
probe. Equation~2! is the time domain version of the overlap
of the pulse spectrum with the spectrum of theB←X transi-
tion of HgI. The integral overt accounts for the detector
being too slow to follow the field envelope or the free induc-
tion decay of the sample. The detector integrates the square
of the fields incident upon it.

FIG. 1. The gas phase potentials for theX 2S1 ground state and theB 2S1

excited state of HgI are shown as heavily dashed lines. TheX 2S1 state
dissociates to atoms whereas theB 2S1 asymptotically approaches an ion
pair. The equilibrium separation of theB state is shifted to 3.3 Å relative to
that of theX state in which the minimum is 2.8 Å. The thinX state corre-
sponds to the potential of mean force. The data points describe the experi-
mentally determined portion of the effectiveB state as described in Sec.
III E, and the line through the points is the best fit Morse potential. Only the
solid portion of the line is determined by the analysis. The lightly dashed
line is the transition dipole moment function of Ref. 27 used in the analysis.
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If the density matrix,rn9(t) describing the pure popula-
tion dynamics is slowly varying compared toe(t) and
(Gn9n8)

21. Fourier transformation of the fields in Eq.~2!
results in the following form of the HgI response to the fem-
tosecond probe,

S~v,t!

5Re
4p

3\c0 H v (
n8,n9

rn9~t!umn9n8u
2E

2`

` dvI ~v!

Vn9n8~v! J .
~3!

In this equationI ~v! is the intensity spectrum of the probe
pulse and the delay timet is assumed to be larger than the
probe pulse width. The form ofI ~v! in our experiments is
well represented by a Gaussian having a FWHM,s, of 10
nm and a probe laser center frequency,v obtained from the
probe used. These parameters are the characteristics of the
interference filters used in the wavelength selection scheme.
It follows that the integrand in Eq.~3! can be rewritten as the
product of a Gaussian with a complex Lorentzian
(1/Vn9n8(v)). Integration of this expression over allv leads
to the following computationally useful relationship,43~a!

S~v,t!5Re
4p

3\c0
v (
n8,n9

rn9~t!umn9n8u
2

3H 2 iA p

2s2 wS pn9n8A2s
D J ~4!

in which w is the complex error function. Calculating the
response simply thereby reduces to finding the single pole
pn9n8,

43 of the integrand in Eq.~4! and evaluating the real
portion of the function. The response of the density matrix to
the probe is dominated by the larger of the two spectral
widths corresponding to the linewidth of the vibronic transi-
tion or the spectrum of the femtosecond probe pulse.

The Franck–Condon predictions pictorially represented
in Fig. 2, can be quantitatively evaluated by calculating the
contribution of absorption at each probe wavelength from
eachX-state vibrational level. This takes the form of a spec-

tral function and comes directly from Eq.~2!. The spectral
functions, or window functions,43~b! W(v,n9), defined
through Eq.~2! as

S~v,t!5(
n9

rn9~t!W~v,n9! ~5!

are shown in Fig. 2 for an electronic dephasing rate
Gel50.008 fs21. The plots in Fig. 2 provide a measure of the
contribution to the absorption by a particularn9 for a given
probe pulse defined by the spectral profileI ~v!.

D. Population dynamics

The probe wavelength dependence of the transients is
presented in Fig. 3. Each transient was fit to a multiexponen-
tial response function. The best fit parameters which charac-
terize the data are listed in Table I. These results illustrate
that the peak signals of these time-dependent features occur
later as the probe is tuned to higher frequency. With the

FIG. 2. Spectral window functions for each wavelength are plotted as a
function of the HgI vibrational quantum number. The legend in the figure
identifies each of the curves with respect to the center wavelength of the
probe filter.

FIG. 3. The wavelength dependence of the transient absorptions resulting
from the photolysis of a 10 mM solution of HgI2 in ethanol with a 40 fs
pulse centered at 320 nm. The solid lines represent multiexponential fits to
the slowly varying parts data.

TABLE I. Fitting parameters for the growth and decay portions of the popu-
lation dynamics. The 490 and 510 nm data were fit only to decay terms.

tgrowth ~ps! tdecay ~ps!

400 nm 0.95~4! 10 ~2!
420 nm 0.6~1! 8.5 ~5!
440 nm 0.8~2! 3.2 ~2!
460 nm 0.6~2! 2.2 ~8!
490 nm ••• 0.49 ~3!
510 nm ••• 0.45 ~3!
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exception of the data probed at 510 nm, each transient fully
relaxes to an absorbance plateau which shows no subsequent
temporal dependence on the picosecond timescale. A small
component of the 510 nm transient grows slightly with a
time constant of 9.762 ps. This is suggested to be the time
constant for a diffusion controlled bimolecular reaction be-
tween the photofragments and the solvent. These data form
the subject of this paper, however to interpret them we re-
quired a more accurate assessment of the effective potential
surface for theX state in the solvent and the Franck–Condon
surface of theB state reached by optical transitions fromX.
For this purpose we now incorporate some relevant informa-
tion on the vibrational quantum beats.

E. Estimates of the X and B surfaces in solution

In Fig. 4~a!, femtosecond transients are shown for probe
wavelengths of 400 and 490 nm. The higher time step den-
sity enables the oscillatory signal component to become
clearly evident. A full characterization and analysis of the
modulated signal component will be addressed in another
manuscript,44 but several points regarding these data are
needed to validate the analysis of the slower time dynamics.
The dephasing time of the vibrational wave packet is suffi-
ciently fast~less than ca. 1 ps! so that the slower dynamics
~Sec. III D! can be analyzed without consideration of the
beats. In other words, the values oft needed for evaluation
of rn9~t! are in excess of the dephasing times of the vibra-

tional levels pairs in the HgI ground state potential surface.
The oscillations in the 400 and 490 nm probe data fit to
frequencies of 124.7 and 109.3 cm21, respectively. The
analysis of the window functions between the shiftedX and
B states illustrated through Fig. 2 indicates that the 400 nm
probe should primarily sample an energetically low lying
portion of the HgI eigenstate distribution, which is confirmed
by the fact that the observed frequency of 124.7 cm21 is
close to the gas phase 0→1 frequency of 125 cm21. The 490
nm probe sets up a window between theX and B states
which predominantly originates from high lyingn9 states. As
expected, a lower frequency is observed consistent with the
gas phase anharmonic potential.24–27A complete set of the
oscillation frequencies observed at various probe wave-
lengths is shown in Fig. 4~b!. These data clearly show that
the probe interrogates levels in theX state with frequencies
between 90 and 125 cm21 over the wavelength region used.
The 400 nm probe is initiating transitions fromcloseto the
bottom of theX potential. This is clear from the population
dynamics~Fig. 3! which when probed at 400 nm show first a
rise then a decay corresponding to population passing
through the 400 nm spectral window.

The observation of oscillations represents the probing of
a vibrational wave packet generated by the impulsive photo-
dissociation of HgI2. The beats fit to a phase of'0.9p,10,18

which is consistent with the HgI bond being born initially
compressed, and that the probe wavelengths couple the at-
tractive side of the HgIX state with mainly the repulsive
portion of theB state, as is expected from an analysis of the
gas phase HgI potentials~see Fig. 1!. More importantly, it
verifies the presence of HgI in solution and that the potential
surfaces are similar to those of the gas phase. An indepen-
dent measure of the HgI spectrum at early times can be ob-
tained from the contribution of the oscillatory component
amplitude to the total signal at each probe wavelength. The
spectrum of this amplitude vs wavelength is shown in Fig. 5.
It peaks at ca. 480 nm, again consistent with expectations for
hot HgI (B 2S1←X 2S1) based on calculations of the spec-

FIG. 4. ~a! Typical transient responses recorded when probing a photolyzed
sample of HgI2 in ethanol. The oscillatory portion of the 400 and 490 nm
data fit to frequency of 124.7 and 109 cm21, respectively.~b! The variation
of the HgI oscillation frequency with the center wavelength of the relevant
spectral~window! function.

FIG. 5. Time-dependent absorption spectra are shown for HgI in ethanol
following a 320 nm femtosecond excitation of HgI2. The dashed line corre-
sponds to the wavelength dependence of the amplitudes of the oscillatory
components of the signals. Spectra are also presented from the fits of Fig. 3
and Table I. The zero time spectrum,S~0! is extrapolated from the fits and is
defined asS(0)/S(`). The remaining two spectra are defined by the expres-
sion $S(t)2S(0)%/S(`).
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trum from gas phase potentials. Spectra were also generated
from the wavelength dependence of the molecular response
functions that characterize the slower dynamics represented
in Fig. 5 and Table I. These are also plotted in Fig. 5 for
pump–probe time delays of 0~extrapolated!, 2, and 15 ps.
The zero time spectrum coincides well with the spectrum
independently obtained from the amplitudes of the oscilla-
tions. The spectra at 2 and 15 ps show that the electronic
spectrum shifts to higher energy as the pump–probe time
delay is increased. This spectral evolution is indicative of the
vibrational relaxation of HgI in solution, and is assigned as
such. At a pump–probe time delay of 15 ps, the data of Fig.
3 reach a constant amplitude that can be used to estimate the
static absorption spectrum of the molecular species present at
that time. The spectra of Fig. 5 show that the HgI vibra-
tionally hot spectrum cools to form the low energy side of its
thermally equilibrated absorption spectrum.

Potentials for theX andB states of HgI that are consis-
tent with all the data presented can be calculated on the as-
sumption that the transition dipole function is unchanged in
solution. The beat frequencies indicate whichX-state level
dominates the signal at each probe wavelength; the probe
wavelength fixes the mean vertical energy separation be-
tween points on theX andB potentials; the observation of a
phase shift of ca.p confirms that the points are on the repul-
sive wall of theX state. The resulting surfaces are shown in
Fig. 1 as solid lines. These surfaces were fitted to Morse
functions with the following parameters:Te(X)50,
D0(X)52900 cm21, b(X)57.1 Å, r e(X)52.8 Å;
Te(B)520 510, D0(B)518 850 cm21, b(B)53.306 Å,
r e(B)53.305 Å. These data provide no information about
the attractive part of theB ~Franck–Condon! potential, but
for computational purposes the nine points obtained from the
data~see Fig. 1! were fitted to a Morse potential whose pa-
rameters are given above. Since the observed transitions all
terminate on the repulsive part of theB-state potential, the
results are not sensitive to the shape of this function at large
internuclear separations.These surfaces, particularly that of
the B state should be considered very approximate at this
time. TheB potential represents a Franck–Condon state cor-
responding to HgI (B) in theX-state solvent configurations.
They predict the spectra of Fig. 5, the wavelength depen-
dence of the beat frequencies and the beat and population
amplitudes. TheX potential is clearly very similar to that in
the gas phase. The frequencies of this new potential are char-
acterized as:En9

(s)/hc5127.2(n911/2)21.09(n911/2)2.
This paper is concerned with vibrational relaxation in theX
state so theB-state surface need only be known approxi-
mately in order to obtain the time dependence of the probe
absorption coefficient at each probe wavelength. The beat
frequencies appear to indicate which level is being probed in
the X state. A more detailed account of the oscillatory por-
tions of the signal will be presented in a separate
publication.44

F. Contact charge transfer complexes of I atoms with
solvent molecules

Solvated I atoms are known to form contact charge
transfer complexes with polar solvent molecules. These com-

plexes have been spectroscopically characterized45 by broad
electronic absorption bands in the ultraviolet spectral region.
The I atom generated upon photodissociating HgI2 in etha-
nol, is expected to complex into an I:ethanol~I:ETOH! spe-
cies. The peak absorption for I:ETOH is reported to be at 360
nm, so it is possible that this band contaminates the spectral
region between 400 and 510 nm, in which the HgI dynamics
are reported. Therefore it is important to ascertain the various
contributions to the signals presented in Fig. 3. This is ac-
complished by considering two pieces of information.~1!
The contact charge transfer complex of I atoms with a sol-
vent partner possess absorption spectra that are highly sol-
vent sensitive. For example, the species I:H2O, I:MEOH,
I:ETOH, and I:IPROP ~isopropanol! yield absorption
maxima at 255, 330, 360, and 380 nm, respectively. This
spectral shifting is correlated to the solvent ionization poten-
tials which are 12.60, 10.85, 10.50, and 10.15 eV for H2O,
methanol, ethanol and isopropanol, respectively, and the ab-
sorption profile for each of the complexes~except I:ETOH!
are reported in Ref. 45.~2! A comparison of the oscillatory
signal component, assumed to be due to HgI, with the total
signal amplitude was made for the three alcohol solvents, at
400 and 440 nm. If I:Solvent were dominating the transient
absorption signals, the signal amplitude would increase by a
factor of ca. 2.6 at 400 nm, when conducting the photolysis
reaction in isopropanol vs methanol. This increase in signal
is expected to arise because of the difference between the
relative absorption strengths of I:MEOH and I:IPROP.45 No
interference is expected at 440 nm in methanol since I:M-
EOH reportedly does not absorb at this wavelength. The mo-
lar extinction coefficients for I:MEOH and I:ETOH45 at 400
nm are ca. 300 l/~mol*cm! which are approximately a factor
of 5 less thanemax. The molar extinction coefficient for HgI
is estimated to be ca. 800 l/~mol*cm! from calculated and
observed Einstein coefficients.46 In Fig. 6~a! the result of
photolyzing HgI2 in methanol, ethanol and isopropanol are
shown. The earliest time spike involves the dissociation of
the HgI2 parent molecule and is relatively insensitive to the
solvent—the parent absorption spectra are nearly identical in
all of the solvents. After the molecule has dissociated an HgI
wave-packet oscillation is observed. The modulation depth
of the oscillation in isopropanol is ca. one-half of that ob-
served in methanol and ethanol, and the overall~mean! sig-
nal ~at times.250 fs! is slightly larger for the isopropanol
experiment. These data in conjunction with the data of Ref.
45, provide an estimate of the amount of I:Solvent present in
our transients.

Assuming the decreased modulation depth in isopro-
panol is due to the increased absorption strength of the
I:IPROP species at 400 nm relative to that of I:MEOH/
ETOH it may be concluded that I:MEOH/ETOH accounts
for as much as 25% of the total signal. On the other hand, the
molar extinction coefficient for I:IPROP at 400 nm is report-
edly 2.6 times larger than that for I:MEOH/ETOH45 which
leads to the conclusion that the contribution of the I:MEOH
and I:ETOH complexes to the signals is only ca. 4%. The
lower estimate is probably more reliable because the modu-
lation depth of the oscillations also may be solvent sensitive,
because factors related to HgI-solvent forces may be in-
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volved in the variation of the beat amplitude with solvent. At
440 nm the signals obtained in ethanol and methanol are
identical, so the presence of an I:Solvent complex is even
less important at this wavelength.

In order to verify a contribution from I:ETOH and to
determine if any transient behavior could be attributed to this
species, iodine atoms were directly generated by photolysis
of 1-iodoperfluorobutane~IPFB! in ethanol. It is well known
that by photolyzing iodoalkanes in the band corresponding to
the iodinen→s* transition, the C–I bond cleaves to gener-
ate a free iodine atom and an alkyl radical. In Fig. 6~b! the
magic angle pump–probe results are shown for a probe
wavelength at 420 nm and the same number of absorbed
photons as in the HgI2 experiments. No signal components
indicative of fast recombination of I atoms have been de-
tected in either the HgI2 or the IPFB samples. The quantum
yield for photodissociating I atoms for both compounds is
therefore estimated to be close unity. The IPFB signal exhib-
its a large, instantaneous absorption spike that is attributed to
a two photon absorption via the~n,s* ! state. For delays
greater than 250 fs, the signal approaches a constant level of
ca. 2 mOD which corresponds to ca 10% of the HgI2 signal.
Furthermore, after ca. 250 fs the signal exhibits a vanishingly
small anisotropy. The rapid approach of the anisotropy to

zero is indicative of the C–I bond breaking, followed by the
formation of contact charge transfer complexes of the iodine
atom with a broad distribution of ethanol molecule configu-
rations. The perfluorbutyl radical is not expected to have any
electronic absorption in this region. In any event such tran-
sitions would show an anisotropy decaying on the timescale
of rotational diffusion. Moreover, these data showno evi-
dence of dynamics similar to those found for the HgI2 ex-
periments~see Fig. 3 and 5! at time delays considerably later
than 250 fs.

G. Summary of results

The conclusions from this section are now briefly sum-
marized.~1! Vibrational coherence in the product states of
HgI are observed following the femtosecond photolysis of
HgI2. The frequencies of the oscillations vary with probe
wavelength indicating transitions are occurring from a
slightly perturbed version of the gas phase anharmonic po-
tential.~2! These vibrational frequencies and their associated
probe wavelengths fix verticalB←X transition frequencies
based onX-state quantum numbers.~3! Two independently
calculated unrelaxed spectra generated from the fits of the
slower signal components and the amplitudes of the oscilla-
tions coincide, signalling that vibrationally hot HgI exists at
early times.~4! The spectral evolution is indicative of vibra-
tionally hot HgI molecules, cooling to form the long wave-
length side of the equilibrated HgI absorption band.~5! A
comparison of the signal sizes at 400 nm for different sol-
vents provide an estimate of the I:ETOH contribution to the
HgI2 signals.~6! The photolysis of IPFB produces a transient
signal that exhibits no detectable anisotropy after 250 fs, and
no noticeable dynamics on the timescale of the signal evolu-
tion of Fig. 3. This signal is'10 times smaller~per absorbed
pump photon! than the signal from HgI2 and indicates that
the HgI absorption strength is stronger in solution, relative to
the gas phase.~7! Molecular dynamics simulations are con-
sistent with the equilibratedX state being only slightly modi-
fied by the solvent.

These results imply that the presented oscillatory behav-
ior and subsequent signal evolution are assigned to arise
from vibrationally excited HgI fragments: The former corre-
sponds to wave-packet dynamics and the latter to the slower
solvent induced relaxation of the vibrational population,
which forms the subject of the remainder of this paper.

IV. VIBRATIONAL RELAXATION DYNAMICS

After the vibrational wave packet is fully dephased by
HgI-solvent collisions, any further changes in the signal in-
volve the relaxation dynamics of the pure vibrational popu-
lation distribution of the HgI photofragments. The initial
nonequilibrated vibrational distribution arises from the parti-
tioning of the excess photodissociation energy between the
recoiling atomic and diatomic fragments, and the evolving
signals correspond to the dynamics of the ‘‘hot’’ distribution
as it approaches equilibrium. The difference between each
transient is a consequence of the relaxing population sweep-
ing into, and then out of resonance with each of the probe

FIG. 6. ~a! Pump-probe transients of HgI2 samples in methanol, ethanol and
isopropanol are shown.~b! The transient absorption of a 1 M solution
1-iodoperfluorbutane is shown. The data is fit to a molecular response con-
sisting of a rapidly decaying exponential and a constant background, con-
voluted with an instrument function. The time constant for the rapid decay
fits to a value of 80 fs.
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wavelengths. This becomes evident in a qualitative manner
when examining the Morse potentials shown in Fig. 1.

The vibrational relaxation data shown in Fig. 3 are not
fully described by a single relaxation rate coefficient or aT1
time, as would be the case for a harmonic oscillator. A har-
monic treatment with linear coupling formally excludes the
effects introduced by energy relaxing through multiple quan-
tum jumps~n→n2m, for m.1!. Furthermore, only one fre-
quency component of the solvent power spectrum is used to
promote vibrational relaxation in a harmonic potential—
namely that at the fundamental frequency of the oscillator. It
is clear from the previous section that the system under study
is anharmonic. Therefore, anharmonic contributions will be
included in the modeling of the data, and as a result a level
pair dependence of the relaxation rate naturally evolves. The
modeling of the anharmonic HgI oscillator coupled to the
solvent vibrational modes will also characterize the average
vibrational energy in the oscillator̂Evib&(t), and the time
evolving electronic spectrum.

The data were modeled by means of a population master
equation, in which the state-to-state rates are incorporated.
Since state specific vibrational relaxation parameters are not
directly measured, the electronic absorption spectrum of HgI
also must be reproduced for each ground state population
distribution. By considering this relaxation model for the an-
harmonic oscillator, and calculating the electronic absorption
spectrum for an instantaneous population distribution, the
time resolved transients may be simulated. The model de-
scribed below calculates the level dependent population dy-
namics in the anharmonic ground state of HgI by first choos-
ing an initial population distribution which originates from
the 320 nm photolysis of HgI2. The time dependent popula-
tion for each vibrational state in the HgI product is described
in terms of the coupled diagonal density matrix elements,
rn9~t!. The off-diagonal elements of the product density ma-
trix which are responsible for the observed vibrational coher-
ence, are assumed to have negligible effect on the population
dynamics and are therefore excluded from the present
analysis.47 The calculation of the population flow is formu-
lated in a way that leads to an estimate of the frequency-
dependent friction exerted on the solute by the solvent cage,
and therefore places the analysis within the context of the
current theoretical concepts for vibrational relaxation.

A. Anharmonic oscillator coupled to harmonic bath
vibrations

A number of different approaches can be used to model
the vibrational relaxation in an anharmonic potential by
means of master equations. In the absence of a detailed
knowledge of the energy transfer pathways, the only strict
requirement for the solutions is thatRn→n2m, the state-to-
state rate coefficient for transitions between quantum states
un& and un2m&, is related toRn2m→n through detailed bal-
ance:

Rn2m→n5e2bEn,n2mRn→n2m. ~6!

The first approach used here is to suppose that the HgI and

the solvent motions are quantum mechanical and that the
coupling of the HgI to the solvent is linear in both the HgI
stretching coordinate and the solvent coordinates. Further-
more, the relevant solvent motions are considered to be har-
monic. This is a common assumption in solid-state relaxation
theory1,4 which naturally leads to spontaneous decay and sol-
vent induced processes analogous to well-known properties
of photons coupling to a two level system.48 The spontane-
ous part corresponds to the generation of phonons~solvent
motions! from solute vibrational excitations and the induced
part consists of the temperature-dependent removal or cre-
ation of phonons accompanying the deexcitation or excita-
tion of solute motions. The boson occupation number,n̄

n̄~vnn8!51/~exp~\vnn8 /kBT!21! ~7!

evaluated at the solute transition frequencyvnn8 for vibra-
tional statesn andn8, limits the rate of induced transitions.
For a spontaneous rate coefficientg the rate constant for
upward transitions isn̄(vnn8)g and for downward transitions
it is (n̄(vnn8)11)g. This approach will be compared with
one using a collisional master equation.

1. Vibrational master equation approach

The population master equation for the relaxation of the
nth level in an anharmonic potential withN levels, coupled
bilinearly to a harmonic bath is therefore proposed to have
the form,

ṙn~ t !52H (
m51

n

gn,n2m@ n̄~vn,n2m!11#

1 (
m51

N2n

gn1m,n@ n̄~vn1m,n!#J rn~ t !

1 (
m51

N2n

gn1m,n@ n̄~vn1m,n!11#rn1m~ t !

1 (
m51

n

gn,n2m@ n̄~vn,n2m!#rn2m~ t !. ~8!

The factors,gn,n8 are the spontaneous~quantum mechanical!
state-to-state rate coefficients for each of the designated
two-level systems. If the vibrational relaxation rate of the
solute is fast compared with the thermal diffusion of the
solventn̄~v! would exhibit a time dependence. In this analy-
sis the occupation number of the solvent is treated as a time-
independent quantity. Thermal dissociation to the Hg1I con-
tinuum is not included in the model, and this leads to only
downward transitions whenn5N. In the present analysis the
rate coefficients are defined as

gn,n85ur n,n8u
2G~vn,n8!. ~9!

The reduced matrix elementsr nn85(mvn,n8/\)
1/2^nur un8&

~m is the reduced mass of the diatomic! are dimensionless
and G(vn,n8) is a frequency-dependent, temperature-
independent rate which will be determined by fitting the ex-
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perimental data to Eqs.~8! and ~5!. We have not found an
analytic solution using Eq.~8! for the energy relaxation of an
anharmonic oscillator in a bath of harmonic oscillators. The
energy decay will generally be nonexponential, different
from the exponential decay of the harmonic oscillator
energy.14

Equation~8! seems reasonable because it is an empirical
extension to an anharmonic oscillator of the well-known har-
monic model, made possible by incorporating thegn,n8 asso-
ciated with all level pairs, rather than just adjacent ones. In
this situation, Eqs.~7!–~9! lead to a relaxation matrix that is
not tridiagonal as in the harmonic case. Figure 7 shows the
nonlinearity of the relation betweenur n,n8u

2 and n for the
HgI oscillator. Then dependence ofur n,n1mu2 for values of
m51, 2, and 3 are shown in this figure. The data of Fig. 7
imply that for an oscillator having an anharmonicity of ap-
proximately 1% of the fundamental frequency, only the ma-
trix elements which are off diagonal by,3 contribute to the
vibrational relaxation dynamics. Couplings withDn.3 be-
come significant only near the top of the well.

2. The collisional master equation approach

A collisional master equation, different from Eq.~8! but
that also satisfies detailed balance, is commonly used to
model collisionally induced vibrational relaxation in the gas
phase. This approach would certainly be a valid mechanism
if the primary mode of energy disposal involved the coupling
to translational degrees of freedom of the surrounding bath.49

Such a master equation has been previously used in the har-
monic limit to model vibrational relaxation of solutes in
liquids,7–9 and is therefore presented to compare with Eq.
~8!. In an analogous manner to Eq.~8!, the collisional master
equation for an anharmonic oscillator is proposed to have the
form

ṙn~ t !52H (
m51

n

gn,n2m1 (
m51

N2n

gn1m,n

3expS 2
\vn1m,n

kBT
D J rn~ t !

1 (
m51

N2n

gn1m,nrn1m~ t !

1 (
m51

n

gn,n2m expS 2
\vn,n2m

kBT
D rn2m~ t !. ~10!

In Eq. ~10! thegn,n8 are identical to those defined in Eq.~9!.
The primary difference between Eq.~8! and ~10! is found
in the temperature dependence. In the collisional master
equation the temperature dependence comes in the form of
Boltzmann factors which are different for each level pair, and
the relaxation mechanism does not consider downward tran-
sitions stimulated by the excitations present in the bath. The
results lead to a characteristic timescale that is approximately
twice as fast as that obtained from Eq.~8! for a fixed matrix
of gn,n8.

B. Simulation of transients

The functions of Fig. 2 can be used to estimate the initial
population of the HgI fragment after photolysis,r~0!, by
examining the time dependence of a signal for a particular
probe wavelength. For example, if the initial population was
centered atn9535, the 490 nm transient would rise as then9
states nearn9527 were populated from above. As the popu-
lation relaxed further into then9515–20 region, the signal
would exhibit a decay corresponding to the decrease in oc-
cupation of the portion of the manifold absorbing at this
wavelength. A subsequent growth and decay of the molecular
response would be present as the population relaxed into the
lowest region of the manifold. This feature would arise be-
cause of the second maximum in the spectral function cen-
tered nearn958 for this probe wavelength. This type of sig-
nal variation is indicative of the initial population in the HgI
fragment, and provides the basis for the choice ofr~0! ~see
below!.

The rate of population relaxation for a given level pair in
HgI is defined in Eq.~9!. The matrix elementsur n,n8u

2 were
determined through the analysis of theX potential surface of
solvated HgI. Thus, calculating each rate coefficientgn,n8,
depends on the form ofG(vn,n8), which is not knowna
priori . In this simulation, theshapeof the vibrational contri-
bution to the power spectrum of neat ethanol was utilized as
a first attempt forG(vn,n8). The spectrum, shown in Fig. 8,
rises from zero at zero frequency to a peak at ca. 40 cm21,
from which it decays exponentially with increasingv. At
higher frequency, resonances associated with intramolecular
motions of ethanol are present, however the range of ener-
gies relevant to HgI relaxation~including all of the signifi-
cant multiple quantum jumps! is from ca. 70–250 cm21, so
these features were not necessary to include. The spectrum of
Fig. 8 is similar to that reported by Choet al.50 and was
provided to us by Vo¨hringer and Scherer.51 It will serve as a

FIG. 7. Characterization of the off diagonal matrix elements which linearly
couple the anharmonic HgI oscillator to the harmonic solvent. For compari-
son, the nonzero matrix elements are also shown as a linear function ofn for
the harmonic oscillator~H.O.!.
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model for the relative state density of the harmonic bath of
solvent molecules, to which excess vibrational energy from
HgI will flow. In principle, the spectrum ofG~v! could be
nonuniformly adjusted to provide the best fits to the obser-
vations, however initially the magnitude of the unadjusted
power spectrum, which is a relaxation rate in the present
units @see Eq.~9!# was found to fit the data reasonably well.
This scaled functionG~v! can be used with Eq.~9! to deter-
mine the spontaneous rate coefficient for each level pair.~See
note added in proof.!

V. DISCUSSION

The modeling of the relaxation dynamics with Eq.~8!
was accomplished by choosing ar~0! and by scaling the
magnitude of the power spectrum to reproduce the times-
cales observed for the transients. The results of the simula-
tion are overlaid atop each transient and are shown in Fig. 9.
The scaling factor for the power spectrum, was adjusted
throughout a range of 0.14–1.0 ps21. A scaling factor of 0.33
ps21 and ar~0! centered atn959 with a Gaussian width of
1000 cm21 were used to generate the curves in Fig. 9. With
the exception of the 510 nm transient which shows a slow
rise component, the simulations reproduce the observed vi-
brational relaxation dynamics fairly well at delay times.1
ps. For comparative purposes, simulations for scaling factors
of 0.5 and 0.25 ps21 are also plotted in Fig. 9. This is to
show that with a scaling factor other than 0.33 ps21, the
overall population relaxation is either too fast~2 ps! or too
slow ~4 ps!. The data are not complete enough to justify a
least-squares fit.

The initial distribution centered nearn959 corresponds
to a mean excess energy of ca. 1050 cm21. The center of this
distribution is consistent with the time dependence of the
transients as discussed above, however, the fits are not so
sensitive to the width of the distribution. The value of 1000
cm21 was used because this was needed to provide the best
fit of the early time spectra shown in Fig. 5. A width of 500
cm21 generates too narrow a spectrum. It is important to
relate this value ofr~0! to the results of the gas phase disso-
ciation dynamics. The gas phase dissociation of HgI2 at 320

nm produces the I atom in its2P3/2 and
2P1/2 with a 5:1

ratio.21 The reaction pathway which produces the2P3/2

ground state I atom, partitions the majority of the excess
pump energy into the HgI fragment, producing a vibra-
tionally hot molecule. For the2P1/2 excited state I channel,
whose surface lies 7600 cm21 ~corresponding to the spin–
orbit splitting of I! above that of the2P3/2 surface, a cold HgI
molecule results because the majority of the excess pump
energy is used to access the excited state. A similar situation
appears to be applicable to the solution phase reaction, with
the dominant reaction pathway corresponding to the2P3/2 I
channel, resulting in vibrationally hot HgI. Since this chan-
nel is favored by a factor of 5 in the gas phase it is not
surprising that it also determines the main portion of the
initial population distribution in solution as well. The inclu-
sion of a cold HgI distribution~centered atn954! that was
five times smaller than the hot distribution did not alter the
calculated results by enough to be significant when com-
pared with the measurements. Therefore, the excited state I
channel has been excluded from the present simulation.

The applicability of the master equation used here de-
pends on the mechanism for vibrational energy transfer from
HgI into the solvent. It has been assumed that this process is
dominated by the coupling of the quantum vibrations in the
solute to a bath of harmonic quantum oscillators. This is an
assumption which seems plausible when considering that we
are dealing with a structured solvent in which a significant
density of low-frequency librational and torsional modes is
expected to be present throughout the energy range of the
contributing HgI level pairs. However, it must be empha-
sized that the only requirement for a legitimate set of rate
equations is that detailed balance be upheld. The physics of
the system will then govern the specifics of the master equa-
tion required. With this in mind the collisional master equa-
tion was also used to model the HgI relaxation. This ap-
proach implies that the energy disposal mechanism involves
changes in solvent momentum during collisions with the hot
solute. Thus, a situation similar to vibrational–translational
~V–T! energy transfer would prevail instead of vibrational–
vibrational ~V–V! transfer. This treatment could also model
the relaxation data if the scaling factor rate is increased by a
factor of 2. For the case of vibrational energy high in the
well, where the energy separation between level pairs be-
comes small compared with the possible harmonic frequen-
cies of the liquid, the collisional master equation may better
characterize the relaxation dynamics. A better approach than
either the harmonic bath or the collisional master equation
might be to incorporate both by writingG~v! as H(v)
1C(v), in which H represents the contribution of~har-
monic! vibrations of the solvent andC represents the contri-
bution from other motions. Replacing theG~v! implicit in
Eq. ~8! for ṙn

(H)(t) by H~v! and that implicit in Eq.~10! for
ṙn
(C)(t) by C~v!, the total population dynamics could be ob-
tained fromṙn(t)5 ṙn

(H)(t)1 ṙn
(C)(t). In this way the dynam-

ics are determined byV→V transfer whenH(v)@C(v) and
by V→T or V→R transfer whenH(v)!C(v). At present,
neither is the apportionment of the spectrum of solute–
solvent forces intoH andC components known for ethanol,
nor is our data extensive enough to merit such a fitting pro-

FIG. 8. The vibrational part of the normalized power spectrum of ethanol
~see Ref. 50–51!. The numerical values ofG~v! correspond to those that
reproduce the HgI data.
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cedure. It should also be noted, that the two master equations
contain different temperature dependencies. Therefore, the
study of vibrational relaxation with respect to temperature
could provide distinctions between the two approaches. It is
also not clear why the power spectrum of the solvent is ad-
equate to model the spectrum of the forces relevant to vibra-
tional relaxation. Presumably the shape of the spectrum of
the forces would not coincide with the power spectrum over
a wider frequency range. It will be useful to use the molecu-
lar dynamics simulations to examine this point.~See note
below.!

When the value ofG~v0.1!50.33 ps21 @obtained from
simulating the data with Eq.~8!# is multiplied by ur 0,1u

2 as
defined in Eq.~9!, a state-to-state relaxation time of 2.9 ps

for the n951→0 transition is obtained. This relaxation time
was 1.5 ps when the collisional master equation was em-
ployed. For the remaining discussion only the results ob-
tained from Eq.~8! will be considered. Equation~9! then
automatically yields the state-to-state rate constants associ-
ated with the relaxation of each level pair. The quantities
ur n,n8u

2 andG(vn,n8) can be determined from Figs. 7 and 8,
respectively, andvn,n8 can be evaluated by utilizing theX
surface given in Sec. III E. The state-to-state rate associated
with the n9515→14 is calculated to be 8.94 ps21. Other
values areg15,1350.146 ps21 and g15,1250.002 ps21. This
implies that n9515 transfers population downward to
n9514, 13, and 12 with time constants of 0.11~n̄~v15,14!11!,
6.8~n̄~v15,13!11!, and 408~n̄~v15,12!11! ps, respectively. Of

FIG. 9. Simulation of the wavelength dependence of the population dynamics. The long dashed line represents a simulation forg1050.5 ps21, the solid line
for g1050.33 ps21 and the short dashed line is for a value ofg1050.25 ps21.
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course thetotal energy relaxation out of this region of the
potential surface also depends on the upward transitions
which scale asn̄(vn,n8) in the model described by Eq.~8!.
When summing over all of the possible state-to-state rates,
the decay of the total energy in excess of equilibrium in the
anharmonic well is expected to be nonexponential. This is
demonstrated in Fig. 10 in which a logarithmic plot of the
total energy in the oscillator as a function of time is shown
for the simulated results. This should be contrasted with the
harmonic oscillator result in which the decay of the total
energy would exhibit an exponential behavior with a time
constantT1. The harmonic energy decay is also shown for an
oscillator having a 125 cm21 frequency and aT1 value of 3
ps. Our analysis shows that the differences between a model
using frequency-dependent rates~and all multiple quantum
jumps! and a harmonic oscillator model are significant only
near the top of the well. Efforts are underway to create a
more energetic product fragment to more fully examine the
new exponential character of the energy relaxation higher in
the anharmonic well.

High in the potential well, the fast population relaxation
discussed above will also have implications for the loss of
coherence associated with these level pairs. The total vibra-
tional dephasing rates contain both pure dephasing and popu-
lation relaxation. If the population relaxation becomes the
dominant dephasing mechanism, problems will arise with the
standard approaches to vibrational relaxation.3,52 If a wave
packet possesses a narrow distribution of discrete position
eigenstates, and if population relaxation occurs on a times-
cale that is faster than the vibrational period, the relaxation
rate should depend on the location of the wave packet in the
well. It follows that theoretical approaches in which the
solute–solvent coupling is expanded to first order in the
equilibrium internuclear separation,52 may omit some of the
essential physics of the relaxation. Under these circum-
stances the molecule cannot exercise the full amplitude of its
vibrational motion on the timescale of population relaxation,
so a specific force–force autocorrelation function probably

would need to be defined at each relevant position along the
vibrational coordinate while the wave packet was intact. It
may be better to work in a position basis set in this limit.
Such fast relaxation also points to the necessity of incorpo-
rating coherences into the master equations. Certainly the
early time dynamics near the top of the well should incorpo-
rate a master equation with both relaxation of coherences and
populations as well as their interchanges such as would be
obtained from conventional second-order relaxation theory.53

This approach will be used in another publication in which it
is experimentally verified that the coherence high in the well
is retained by population dynamics.44

Another aspect of the relaxation dynamics relates to the
fact that the magnitude of the dipole moment in HgI varies
with internuclear separation. Its value at the equilibrium dis-
tance is ca. 2 D. At large internuclear separations the dipole
moment approaches zero as the molecule dissociates to mer-
cury and iodine atoms. High in the well, such as for the
initial condition of n959, the molecule will therefore expe-
rience a variation in its interaction with the solvent as it
samples the repulsive and attractive sides of the potential
surface. If this occurs during the motion of the wave packet,
then different relaxation rates would be observed on the at-
tractive and repulsive parts of the potential surface where the
HgI dipole interactions with the solvent vary.

The timescales for vibrational relaxation determined by
these experiments is comparable with those observed for mo-
lecular ions in polar solutions,54 for which the solute–solvent
force along the solute normal coordinate is in fact very large.
The absence of a net charge on this system seems to be
countered by its significant dipole moment of'2 D. The
dependence of the magnitude of this dipole on the internu-
clear separation is analogous to the charge switching prob-
lem in I2

2 which has recently been shown to be important in
understanding its relaxation dynamics.55

VI. CONCLUSION

Master equations were utilized to determine characteris-
tic timescales which reproduce the experimental data for the
vibrational relaxation of HgI following the dissociation of
HgI2. The anharmonicity of the HgI solute and a density of
solvent states described by the power spectrum of neat eth-
anol were fully included to describe the vibrational popula-
tion dynamics. The first master equation discussed was based
on the assumption that the solute transfers its energy via
V→V coupling with the solvent modes. This amounted to a
relaxation time for then951→0 transition of 2.9 ps. A col-
lision model was also tested and this yielded timescales
which were faster by a factor of 2~ca. 1.5 ps!. The two
values might provide a lower and upper limit of the true
solution phase population relaxation dynamics. All of the
state-to-state relaxation rates for the HgI ground state are
calculable through the model. The influence of anharmonic-
ity is presented as a necessary mechanism for energy dis-
posal in the well. The influence of the anharmonicity on the
energy relaxation was illustrated by the nonexponential de-
cay of the total energy out of the HgI system. The simula-
tions of the data also resulted in an estimate for the initial

FIG. 10. The natural logarithm of the excess energy in HgI is plotted with
respect to time. The result for a harmonic oscillator having a fundamental
frequency of 125 cm21 is also shown withg1050.33 ps21.
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excess energy of the HgI which was centered nearn959.
This corresponds to a total excess energy of ca. 1047 cm21.
The fast timescales of vibrational relaxation are comparable
to vibrational relaxation dynamics for molecular ions in po-
lar solutions, indicating that the forces on the vibrational
coordinate are large. Although the vibrational coherence will
be quantitatively analyzed in a later publication,44 HgI was
shown to be formed in a coherent superposition state which
dephases with a time constant of<1 ps depending on which
part of the well is probed.

Note added in proof. We recently determined the force–
force autocorrelation function and its spectrum for HgI in
ethanol using molecular dynamics simulations.56 The results
show that power spectrum of Fig. 8 in the region 70–130
cm21 is virtually identical with the spectrum of relevant
forces thereby justifying the procedure used in the text for
these low frequencies. The value ofT1 calculated from the
simulation is 2 ps, in rather good agreement with the experi-
mental value. The fluctuations in the Lennard-Jones forces
appear to be mainly responsible for relaxation while the
charges determine the structure of the solvent–solute com-
plex.
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