
I Smart Antennas I 

Linear Space-Time Diversity Receivers for the Downlink 
of UMTS with WCDMA 

ANDREAS JAROSCH, DIRK DAHLHAUS 
Communication Technology Laboratory, Swiss Federal Institute of Technology (ETH). Zurich, Switzerland 

(jrrrosch, dohlhnrrs} 63 nnri. re. ethz. ch 

Abstract. Simple linear demodulation schemes exploiting the space and time diversity of the mobile radio channel 
are derived for the downlink of the Univeral Mobile Telecommunication System (UMTS) employing widebrand code- 
division multiple access (WCDMA). Using different stochastic models of the signals at the M 2 1 receiver antennas and 
different objective functions including minimum-mean square error (MMSE) and maximum-likelihood approaches, we 
obtain time-invariant and time-variant detection schemes which make use of channel and receiver parameter estimates 
being calculated upon observation of ;1 single slot. It turns out that the bit-error rate (BER) of the conventional receiver 
carrying out a maximum-ratio combining w.r.t. time and space can be improved considerably, where the achievable gain 
depends critically or1 the accuracy of the aforementioned estimates. Efficient ways for implementation are proposed and 
quantified in terms of the computational complexity. Analytical approximations and simulations of the BER for different 
system parameters reveal that the schemes represent means to get robust against both channel fading and multiple access 
interference caused by multipath propagation. 

1 INTRODUCTION 

Data detection in the downlink of the Univeral Mobile 
Telecommunication System (UMTS) Terrestrial Radio Ac- 
cess (UTRA) differs from the counterpart in the uplink in 
several aspects. Most important i s  the decentralized op- 
eration and the correspondingly lower receiver complexity 
as compared to the base station. For the latter, multiuser 
approaches have been proposed to mitigate the effect of in- 
terference which is the main factor limiting performance 
of a conventional detector (CD) in spectrally efficient mo- 
bile radio systems employing code-division multiple access 
(CDMA). In the downlink, multipath propagation destroys 
the orthogonality of the signals sJInchronously transmitted 
from a certain base station. In view of the unknown inter- 
ference structure, strategies being in general different from 
the uplink have to be pursued to improve the performance 
of the CD. One way meeting the aforementioned require- 
ment of a moderate receiver complexity is the use of lin- 
ear detection schemes where the overall receiver including 
channel estimation is usually highly non-linear. 

Cyclically shifted filter bank-type equalizers for inter- 
ference suppression in wideband CDMA (WCDMA) sys- 
tems with reasonable complexity usually require cyclosta- 
tionary interference over sufficiently short cycles [ 11. Due 
to the long codes used in WCDMA systems, however, 
symbol rate cyclostationarity is not satisfied and the cor- 

responding receiver algorithms cannot be applied. In [2], 
linear schemes including zero forcing and best linear unbi- 
ased estimation as well as linear minimum mean-square er- 
ror (LMMSE) detection have been investigated. While the 
first two schemes are limited in performance due to noise 
enhancement, the latter requires the inversion of a usually 
large matrix where an algorithm is provided for the calcu- 
lation of the inverse. If the observation length is reduced to 
cany out single-symbol detection, the channel model em- 
ployed does not completely take into account the interfer- 
ence caused by the channel dispersion which leads to an 
inaccurate model especially for high-rate codes and chan- 
nels with large dispersion. As another consequence of the 
.adopted signal model, the covariance matrix of the received 
signal is not Toeplitz so that efficient signal processing al- 
gorithms known for this case [3] cannot be applied. The 
precombining and postcombining interference suppression 
receivers proposed in [4] are not applicable in the case of 
long scrambling codes due to convergence problems. In 
[ 5 ] ,  zero-forcing and LMMSE receivers are considered. 
However, for the latter, no proposal has been made how to 
estimate the correlation matrix of the received signal. Fur- 
thermore, the analysis is based exclusively on the output 
signal-to-interference-plus-noise-ratio (SINR) which can- 
not be related directly to the resulting bit-error rates (BER). 
An adaptive channel equalization based on an LMMSE ap 
proach is presented in [6]  where it is claimed that the corn- 
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plexity of the matrix inversion might be unacceptable in 
fast changing environments. 

In this paper, we consider three linear detection 
schemes in the context of the UTRA WCDMA downlink. 
Apart from the use of interference suppression. increasing 
the number of receiver antennas provides additional spatial 
diversity which in turn  improves performance w.r.t. both 
interference and channel fading. In the following, we as- 
sume a receiver equipped with hl > 1 sensors where the 
channel within one slot is time-invariant. Furthermore. the 
intercell interference is considered negligible as compared 
to the intracell interference. The slot synchronization is fi- 
nalized and no a priori information about the interfering 
user signals is available for demodulation. In order to keep 
the receiver complexity low. we do not consider sophisti- 
cated channel estimation schemes [7], equalization on the 
basis of large observation intervals [2] or blind interference 
cancellation approaches [8, 91 which result in high imple- 
mentation effort in the case of several sensors. Instead, the 
focus is on simple channel estimators, e.g. with decision 
feedback in conventional receivers, and time-invariant and 
time-variant equalizers over sufficiently short observation 
intervals for symbol detection. We consider two candidates 
and compare them to the CD. The first is a time-invariant 
equalizer derived from the one in [ 101 for uplink transmis- 
sion. It is derived as a LMMSE scheme for restoring the 
transmitted chip sequence followed by the usual correla- 
tion receiver. The second one is based on a totally dif- 
ferent approach. Unlike the CD where the noise super- 
imposed on the signal of interest at the output of the dis- 
persive channel is assumed to be an additive white Gaus- 
sian noise (AWGN) process, the scheme models the in- 
terference at the transmitter to be AWGN. A subsequent 
maximum-likelihood (ML) detection rule provides a time- 
variant equalizer which can also be interpreted as a whiten- 
ing filter. To keep the complexity low. we consider the de- 
tection of a single symbol instead of a sequence estimation. 
For M = 1, an approximation of the resulting scheme can 
exploit the fact that the covariance matrix in the model is 
Toeplitz and, consequently, efficient algorithms [3] for the 
required matrix inversion can be applied. 

In Section 2, the system is described in detail where we 
assume the original proposal of the UTRA WCDMA speci- 
fications as of June 1998 [ I  I]’. In Section 3, we present the 
applied linear detection schemes for a given channel im- 
pulse response (CIR) and interference parameters. In Sec- 
tion 4, the estimation of all parameters needed for symbol 
detection is discussed. After the treatment of implemen- 
tation issues in Section 5 the performance of the schemes 
for different system scenarios is investigated in Section 6 
where, in particular, an approximation of the BER perfor- 
mance of the CD in the high signal-to-noise (SNR) regime 
for known CIRs is derived . Conclusions are drawn in Sec- 
tion 7. 

‘Since the actual specifications [ 12. 131 have preserved all the major 
features of [ I I] .  this is a minor issue. 

Note that bold face symbols denote random variables 
or vectodmatrix processes and the corresponding symbols 
in normal font denote the respective realizations, where the 
dimensions of the used quantities are defined in the text. 

2 DOWNLINK SIGNAL MODEL 

We consider dedicated physical channels (DPCH) 
consisting of dedicated physical control/data channels 
(DPCCWDPDCH) in the downlink of UMTS with 
WCDMA. The random access and the frame synchroniza- 
tion are assumed finalized. For comparison purposes of 
the different demodulation schemes, we consider uncoded 
transmission. Upon insertion of reference symbols, trans- 
mit power-control (TPC) and transport-format indicator 
(TFI) bits from higher protocol layers into the payload of 
consecutive slots, the signal transmitted by a certain base 
station is segmented as shown in Figure 1. One slot consists 

- DPCCH DPDCH - 
I Pilot 1 TPC 1 TFI 1 User data 

0.625 111s. 20 * 2k bit(k = 0...6) 
1 * 

1 Slot 1 I Slot 2 1 (SlotiJ 1 - 1  
* c 

10 rns 

[ Frame I I Frame 2 1 [=I [=I 
720 rns 

* - 
Figure I :  Frame format of a DPCH. 

of 2560 chips. Upon mapping two consecutive information 
bits DtA E {fl} and 0;; E {fl} to a quadrature shift- 
keying (QPSK) symbol D;) = DrL+jD;& the complex 
baseband signal transmitted for the i-th symbol of the k-th 
user is given by 

where G k  denotes the user specific gain. The spreading 
sequence 

with the chip duration T, consists of a series of shifted chip 
pulses u(t )  weighted by the chip CcL at regular intervals. 
The bit rate varies between 1280 and 20 bits per slot core- 
sponding to a number of chips per symbol N c k  = 2” with 
v = 2, . . . ,8. Due to the long scrambling codes involved 
in UTRA the spreading codes are different for all symbols 
within a frame. The base station (BS) transmits the sum of 
all signals of the h’ users in the considered cell from one 
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transmitter antenna via A1 time-variant multipath channels. 
The received signal at the m-th sensor can be expressed as 

m Y  

Y,,,(t) = gxVt)(t -T)H,(t,T)dr +Nm(t ) ,  

where the channel impulse response (CIR) modelled as 

--cI, k=l  i 

c= 1 

consists of L,  relevant paths with H e m ( t ) ,  Tern E IW and 
6(.) denoting the complex amplitudes, the delays and the 
Dirac delta function, respectively. Furthermore, we assume 
0 5 rem 5 ii-~T, where ND characterizes the channel dis- 
persion. The components of the vector Nm(t)  modelling 
both intercell interference and thermal receiver noise rep- 
resent independent complex zero-mean AWGN processes 
with 

E {N,n(t)N:nt(~~)} = &b(t - u)S[m - m’], 
where E {.}, (.)* and b[-] denote the expectation operator, 
complex conjugation and the Kronecker delta function, re- 
spectively. In the following, we base the demodulation of 
the received signal on the observation of one slot and as- 
sume the CIR to be time-invariant during the observation, 
i.e. Hern@) = Hem fort  E [ to , t0  + 256OTJ. After sam- 
pling the output of a chip matched filter at time instants 
t = pT, and assuming = 8,,T, with p ,  8tm E N we 
obtain a discrete time representation of the signal model 

ymbl = + ~ r n k ] ,  (1) 

W;\~I  = C arn[~~vj;i)k - 41, (2) 

am b] = C ~ m b b  - etrnl, (3) 

k i  

Q 
L, 

e= 1 
(4) ( i )  (i) vt’b] = g k D k  ck [PI? 

u=o 

with E (0,. . . ,ND} and g k  = 
G k / G k d .  where kd denotes the index of the desired user 
signal. In view of the spectral root raised cosine chip 
pulses in UTRA, we obtain Gaussian noise processes with 
E { N , [ p ] N ~ , [ q ] }  = a&b[rn-m’]6[P-q] asin the time- 
continuous case. Note that Ct’b] is zero for p < iNck 
and p 2 (i + 1 ) N c k .  In [9], it has been shown that for 

# ec,Tc the worst case loss of signal energy due 
to the sampling process is about 11%. In order to get a 
more suitable notation segments of the introduced discrete- 
time signals are composed into vectors. The spreading code 
shifted in time by 8 is denoted as 

= GkdHem, 

For zero-time shift 0 = 0, the vectors W::”), N;.” and 
YkVA) are defined accordingly. Using the vector notation 
we can write the undisturbed received signal vector of the 
k-th user at the i-th sensor as 

l= 1 

By stacking the signal vectors of all sensors, we define 

and accordingly and Y (WV. 
In order to write the convolution of the transmitted sig- 

nal and the CIR as a matrix-vector product we define the 
channel matrix 

r a,[ivD] “ . a m [ o ]  0 . . .  0 1 1 (8) 
-.  0 

1 0 ... 0 a m [ N D ]  . ’ ‘ Q r n [ O ]  1 
with A:) E ~ A x ( A + N D )  and [Am]pq = a,, [p - q + XD]. 
Upon stacking the channel matrices according to 

we can write the information signal at the receiver as 

i k  

3 DETECTION SCHEMES 

In this section, different linear detectors are derived 
where estimates A(’) of A(’) and all other receiver pa- 
rameters are assumed given. The parameter estimation is 
discussed in Section 4. 

3.1 CONVENTIONAL DETECTOR 

For reference purposes, we formulate the CD in terms 
of the aforementioned signal vectors. It is well known [ I41 
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that in the CD. the overall noise process including inter- 
symbol interference (ISI). intercell interference (ICI), rnul- 
tiple access interference (MAI) and thermal noise is mod- 
elled as an AWGN process. Consequently. for this model, 
given values c k  - ( i ; r l A  = (5;:rl.A) , an estimate A(') = A(') 
and a hypothesis Dt) = DLy in (lo), the CD carries out 
a matched filtering of the observation containing all sam- 
ples depending on 0:'. Thus, we choose q = iNckd and 
X = Nckd + ND where we suppress the both indices for 
better readability subsequently whenever their value is ob- 
vious from the context. Using the corresponding observa- 
tion Y, we obtain upon employing the ML rule 

with the decision variable 

to be calculated by summing the output signals of rake re- 
ceivers at the different sensors. Obviously the mmimisa- 
tion in (12) can be done separately for the real and imagi- 
nary part of Dr:. This leads to the bit estimates 

(14) 

( ' 5 )  

The receiver structure with the CD is depicted in Figure 2. 

rake 
b 

Y b 

b w 
Figure 2:  Receiver structure with CD. 

3.2 LINEAR TIME-hVARIANT EQUALIZATION 

In this section, we modify the linear time-invariant 
equalizer proposed in [lo] for the uplink of a WCDMA 
system and apply it for downlink demodulation. The struc- 
ture of the equalizer derived subsequently using an MMSE 
criterion is shown in Figure 3. As can be concluded from 
the figure, the equalization is done on chip level and fol- 
lowed by a subsequent correlation with the segment of the 

Figure 3: Receiver structure with LMMSE detector: 

spreading sequence. Upon defining 

i' 

as the weighted transmitted chip sequence and the vector 

SF.') = [ s k [ q ] ,  . . , s k [ 7 ]  + - 111' 

the received signal in ( 1  I )  can be written as 

y ( 0 . A )  = C g k j ( X ) ~ i : - N ~ J + N ~ )  + N ( T X ) ,  (17) 
k 

The equalizer is defined by the filter taps 

h, = [ & I .  . . . , hrn~,,IT E @ N h x l  

h = [hiT. .  . . , ~ A I ~ ] ~  E Phnr 
where Nh taps are applied at each sensor to equalize the 
linear signal distortions caused by the transmission chan- 
nel. The output signals of the filters2 combined over the 
sensors 

Skdb] = hHY(P"h) (18) 

provide an estimate of the chip sequence (16). Despreading 
leads to the decision variable 

u=o 

To determine the filter coefficients the mean-square error 

and the cross correlation vector 

'Note that these filters are noncausal but the notation-is simple. 
The corresponding causal filters would have the form Sh,,b] = 
h H y ( P - N h + l , N h  ). 
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is minimized. This leads to the well known discrete-time 
Wiener filter solution 

h = RG'RYs. (23) 

Inserting (17) into (21) and exploiting the assumption of 
i.i.d. bit and chip sequences we obtain 

R y  = ( A ( N h ) ) H  + &IN,,M (24) 

with 

The corresponding procedure leads to 

Rys = 2A("') e N ~ + l  (26) 

with e, = [0, . . . , 0,1,0,. . . ,O]'. For given 0: and 

&, the Wiener filter coefficients (23) are determined bv 
(24) and (26). Note that Ry and RYS do not depend on 
p ,  i.e. they are time independent and the whole receiver is 
time-invariant. Estimators for the aforementioned param- 
eters will be derived in Section 4. For later use we insert 
(1 8) into (19) and obtain 

- 
9- 1 

u=o 

3.3 LINEAR TIME-VARIANT EQUALIZATION 

3.3.1 Intetference model 

The equalizer derived in the previous section is based 
on the minimization of the expected e m r  in (20) using the 
assumption of i.i.d. chip and bit sequences. In this sec- 
tion, we will take a slightly different route starting from a 
statistical model of the transmitted signal and apply a ML 
detection rule to the received signal. In order to derive the 
model, we assume a sufficiently large number of simulta- 
neously transmitted i.i.d. signals and apply the central limit 
theorem (CLT) [ 151. As a consequence, unlike the conven- 
tional detector assuming the information signal of interest 
embedded in AWGN at the receiver, we model the inter- 
ference at the transmitter to represent an AWGN process 
while we keep the assumption of Gaussian thermal noise 
at the receiver according to (1). The overall disturbance 
is thus an additive colored Gaussian noise process 'with a 
spectrum depending clearly on the CIR which has to be es- 
timated at the receiver for carrying out a coherent detection. 

With 7 = iNCkd and X = Nckd + ND, the received 
signal vector Y(q9x) contains all samples depending on the 

symbol Dl;fl. Due to the Gaussian model, we can immedi- 
ately identify the ML rule for detection of Dri .  Suppress- 
ing the dependence of the signal on 7 and X for simplicity, 
the signal model in (1 1) can be rewritten as 

Y = DrJACiY + AQ + N (28) 

with 

i' k' 
(l',k')#(lskd) 

containing all IS1 and MA1 terms. As outlined above, Q 
is modelled as AWGN resulting in a colored Gaussian pro- 
cess AQ. 

3.3.2 Detection scheme for given parameters 

According to [ 161 the joint probability density function 
of Y is given as 

PY (YlDtfl, A)  

Icy[ X 
1 - - 

exp { -(Y - E { Y } ) H C 3 1 ( Y  - E {Y})}(30) 

with the covariance matrix C y  of the received signal to be 
defined below. The ML detection rule for Df: is 

= arg maxX *p { (D;;)' ( c g ) ) T A H C G I Y } .  (32 )  
d 

Thus, we obtain the detection rules (14) and (15) where, 
however. the decision variable in (13) is replaced by 

(33) 

Thus, the received signal is first multiplied by the matrix 
kC,' and subsequently correlated with the code 6:;. 

To detect the symbol according to (32) we have to cal- 
culate C y  = E {(Y - E { Y } )  (Y - E {Y})"} .  Using 
(28) and (29). we obtain 

Cy = E { AQQ"A"} + E { N N " }  

= AcoA" + a&l,I(Nckd+ND) (34) 

with CQ = E { QQ"}.  Inserting (29), exploiting the or- 
thogonality of the different user signals at the transmit- 
ter and assuming mutually independent symbols and chips 
each modelled as i.i.d. random variables we get 

2 2 2  2 2  C g  = diag(u,, . . . , ul no,. . . , uo, cl,. . . , F:) (35) --- 
ND N c k d  ND 
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with g: i n  (25) and 00' = u: - 2. Note that the lower tri- 
angular matrix F received by the Cholesky decomposition 
C y  = FF" is known as whitening filter [17]. Further- 
more, C y  is a diagonal matrix for non-dispersive chan- 
nels and 2;) in (33) becomes a scaled version of 2:: in 
(1  3). As a consequence, in view of the orthogonality of the 
OVSF codes, the detector in  (32) exhibits the same optimal- 
ity as the CD for this special case. If the number of users 
in the considered cell is large we can simplify the scheme 
by the approximation u$ x u: so that (34) simplifies to 

Simulations show that this approximation has almost no in- 
fluence on the BER even for scenarios with a small number 
of user signals. The resulting scheme is termed colored 
noise detector (CND). Since in general kC,' is not a 
Toeplitz matrix, the CND cannot be implemented as a time- 
invariant linear filter, but constitutes a linear time-variant 
one [ 171. Note that the filter is time-variant w.r.t. the chip 
index within one symbol, but time-invariant for consecutive 
symbol& given that the channel remains constant. Thus the 
time-variance of the filter is due to the channel dispersion, 
not due to the scrambling code sequence and the filter has 
to be recalculated only upon a change of the CIR. The re- 
ceiver structure with the CND is depicted in Figure 4. 

Figure 4: Receiver structure with CND. 

3.3.3 Compurison of the MMSE based receiver atid the 
CND 

Although the decision variables in (27) and (33) look 
similar to each other, there are substantial differences in 
both equalization schemes. In (18), the restored signal 
at the output of the equalizer at time p depends only 
on the samples Y [PI.. . Y [P + N h  - 11 while all sam- 
ples in the restored signal in (33) depend in general on 
Y [iNck,] . . . Y [ ( i  + l)Nck,, + ND - 11. While the for- 
mer scheme can be implemented as a continuously running 
filter, the latter operates on successive blocks of data. Con- 
cerning the covariance matrices in (24) and (36) involved in 
the equalization, we observe identical structures with, how- 
ever, different matrix dimensions according to the afore- 
mentioned different observation lengths of Y .  Finally, for 
a given value ND, in the LMMSE scheme the filter length 
N h  has to be chosen heuristically while the equalizer length 

of ( N c k d  + ~ V D )  in the CND arises from the ML scheme 
employed. 

4 PARAMETER ESTIMATION 

In this section. we present several procedures for esti- 
mating the parameters used in the different detectors pre- 
sented in the previous section. As before, our goal is to 
devise schemes of moderate complexity which can be com- 
bined with the linear detectors. Upon channel estimation in 
Section 4.1, we consider a simple scheme for estimating u: 
and u s  in Section 4.2. 

4.1 C H A N N E L  ESTIMATION 

In contrast to the CD both equalizers of Section 3 inher- 
ently take into account the MA1 caused by other intracell 
users. In both schemes, the performance of the interfer- 
ence suppression depends critically on the accuracy of the 
estimated channel matrix A. It is calculated in the conven- 
tional receiver in a simple correlation type estimator using 
the pilot symbols in the DPCCH transmitted in each slot3. 
In spite of the interference limitation of the CD, its BER 
performance using the obtained channel estimates the de- 
cision variable (13) usually allows for decision feedback of 
the detected symbols in order to increase the observation 
window to the whole slot and consequently to increase the 
accuracy of the channel estimates. The corresponding pro- 
cedure is described below where we assume a maximum 
observation length of one slot. A further improvement not 
being considered here is to increase the Observation win- 
dow which possibly necessitates a channel model with an 
increased number of parameters. 

We consider a set D, = { DtJ  I i E M } of known pilot 
bits in the DPCCH forming a preamble to the information 
symbols of the slot, where M denotes a suitable index set. 
Furthermore, the slot synchronization is assumed given and 
the spreading code sequence C = {ct"x)} for all i of the 
whole slot is known at the receiver. If we model the MA1 
in the CD as AWGN, we can write the received signal as 

E M  

where 
Q("tA) and N(".AJ denote spatially and temporally white 
Gaussian processes with Q(.rix) = Ck,Zkd xi  W,, (i;a,N 

andE { Q ( V , x )  ( Q ( V v x )  )"} =4&.rX 
The values 7 = jsNcps and X = N p N c k ,  +ND are cho- 

sen to include all samples in the received signal depending 
on the pilot symbols where Np is the number of symbols 

j t n  the current release of UTRA, there is a common pilot channel 
which can be used in the same wry a.. the estimator outlined here to im- 
prove the estimation accuncy. 
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in D,. Upon defining the vector of all channel parameters 
0 = {el, ..., Oh[} with 0, = {elm !.... @Lm} and 
Clem = {at,,,. &,}, the ML estimate is defined by 

6 = argmaxA(8)  (37) e 
with the log-likelihood function (LLF) 

A simplification of (38) results for sufficiently large val- 
ues X if we neglect the cross-correlation between different 
paths in the second sum in view of the long scrambling 
codes. Upon substitution of IViid from (6),  the second 
term simplifies to 

and the LLF can be written as 
nr L... 

m=l t=1 

with elm # for I # l' and 

The maximization of the whole function can be accom- 
plished by maximizing Am(a,  0) separately for each path 
at each sensor. Finally, upon maximizing Am(& 0 )  w.r.t. a 
and inserting the solution into (40), we obtain 

I 

These estimates can be used to detect all information sym- 
bols of the slot according to (14) and (15). The aforemen- 
tioned feedback is carried out by increasing X = NpNckd + 
number of symbols per slot for user kd, and repeating the 
estimation for each path using both pilot and detected infor- 
mation symbols. For typical BER values of the CD using 
the estimates in (41) and (42) with X = NpNckd + ND the 
feedback procedure almost always leads to improved esti- 
mates. This is due to the fact that the degradation caused 
by few erroneously detected information symbols is usu- 
ally much less than the improvement obtained by averag- 
ing the interference over a considerably larger observation 
interval. 

N D  to A = Nsym,kdNckd +ND, where Nsym,kd denotes the 

4.2 ESTIMATION OF U: AND ,& 
For the estimation of u: and u& we consider (36). If 

we assume that the model in (28) holds, the matrix Cy is 
given and the channel parameters are estimated perfectly, 
i.e. A = A, any two linearly independent equations defin- 
ing the elements of Cy in (36) can be used to calculate g: 
and n&. In the following, we extend this algebraic scheme 
for determining cr: and a& to the case where the above 
assumptions are violated. 

To this end, we write the defining equations for one di- 
agonal and one off-diagonal element of Cy explicitly ac- 
cording to 

[CY], = .  u: ["A"] PP +a& 
[CYI,, = u: [AA"] PQ , 

which is a system of two linear equations in  the two un- 
known parameters with p ,  q E [l,. . . , M A ] .  The relation 
between the row and column indices p and q and the sen- 
sor indices .m and m' is defined as 'm = ( p  - 1)divX and 
m' = (q - l)divX, where x div y denotes the division of x 
by y rounded towards zero. The time shift corresponding to 
the difference of the matrix indices p and q is calculated as 
8 = ((q-1)modX)-((p-1)modX) whichgiveso = ( I - p  
in the single sensor case, i.e. for m = m', where x mod y 
denotes the remainder upon division of x by y. We define 

r 

(43) 
8 

with s = p - T + ND. The elements [Cy]  are esti- 
mated by sample averages where an additional simplifica- 
tion arises from replacing the covariance by the correlation 
mamx in order to circumvent the subtraction of the desired 
user signal from Y prior to averaging. This simplification 
is reasonable for a sufficiently large number of interferers. 
The corresponding sample estimates are given by 

p q .  

From the resulting system 

we obtain the solution 
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In view of the generally complex valued expressions tPprl 
and b,, we force 5: and 5% to take real non-negative val- 
ues by modifying (45) and (46) according to 

Finally, the indices p and q are chosen according to the 
coefficients 6, and b,, having the largest absolute values. 
In order to find these largest values we evaluate (43) for all 
m, m' and 8. The objective here is to minimize the impact 
of random errors on the estimates b,  and bpq. As discussed 
in Section 6. the estimation of ~ 7 :  and ~ 7 %  need not be very 
accurate and the approximations made above are usually 
not critical. 

5 IMPLEMENTATION ISSUES 

AII detectors in Section 3 use the channel estimates ob- 
tained from the feedback procedure in Section 4.1. The 
complexity of the channel estimation can be derived im- 
mediately from (41) and (42) and is not considered here. 
Furthermore, we neglect the slight complexity increase in 
the time-variant equalizer due to the operations required for 
estimating ~7: and & in Section 4.2. The main complexity 
differences of the receivers arise from the use of the differ- 
ent detectors and thus we will investigate the number of 
arithmetic operations in one slot. In receivers with h3 > 1 
like e.g. cars or trains, computational complexity is often 
not as critical as in receivers with hf = 1 like e.g. a hand 
set. Thus, we consider an efficient procedure for the matrix 
inversions in (27) and (33) for A1 = 1 in Section 5.1. In 
Section 5.2, the complexity is characterized for A 1  > 1 and 
a simplification is proposed to reduce the computational ef- 
fort for matrix inversion in the case of multiple sensors. In 
Section 5.3 the total complexity of the detectors including 
the matched filter and interference mitigation parts is dis- 
cussed. 

The following complexity considerations are based on 
the algorithms (13), (27), and (33). The complexity of the 
algorithms is expressed as the number of arithmetic oper- 
ations. In this context an operation is defined as one com- 
plex multiplication and one complex addition. Complex di- 
visions and subtractions are treated as multiplications and 
additions, respectively. 

5.1 SINGLE SENSOR 

The complexity of the inversion of a general invertible 
matrix is in the order of n3 operations, i.e. 0 (72'). where n 
denotes the dimension of the matrix [ 181. In the single sen- 
sor case, i.e. 111 = 1, the matrices R y  and C y  according 

to (24) and (36) are Toeplitz and Hermitian. For the inver- 
sion of such a well structured matrix, Trench has proposed 
an efficient algorithm of complexity 0 (n2) [ 19, 31 which 
we adopt for implementing the required filter operations4. 

5.2 MULTIPLE SENSORS 

For A 1  > 1, the matrices Ry and C y  are still Hermi- 
tian, but not Toeplitz anymore. To the best of our knowl- 
edge there exists no efficient algorithm for the inversion of 
that kind of matrices resulting in a complexity of 0 (n') . 
Since the dimensions of Cy grow with the length of the 
scrambling code, the size of C y  is very large for lower 
data rates and some kind of approximation has to be con- 
sidered. According to (36) the matrix C y  consists of block 
matrices 

Neglecting cross-covariance terms between different sen- 
sors, i.e. setting C Y ~ , ~ ,  = 0 form # m' the inverse of 
C y  is the block diagonal matrix 

and the block matrices Cy;fm, can be efficiently calcu- 
lated using the Trench algorithm mentioned in Section 5.1. 
The detector neglecting cross-covariance terms at different 
sensors is called simplified CND (SCND). 

5.3 DETECTOR COMPLEXITY 

In addition to the matrix inversion which is needed once 
per slot, matched filtering and interference mitigation have 
to be executed once per symbol. The matched filter part, 
i.e. the term ( C(i)  -kd )' A" in (13) and (33) is the same for the 
CD, CND and the SCND. From the comparison of (36) and 
(49). it follows that the number of operations for interfer- 
ence mitigation, i.e. the calculation of C,' Y in the CND 
is M times higher than in the SCND. The matched filter- 
ing and interference mitigation in (27) cannot be separated 
for the LMMSE. The complexity of the different terms in 
the calculation of the different decision variables is sum- 
marized in Table 1. 

6 PERFORMANCE EVALUATION 

In this section, the performance of the different re- 
ceivers is characterized in terms of the average BER. The 
latter is investigated as a function of the average signal-to- 
noise ratio (SNR) for several system scenarios differing in 

4A funher complexity reduction can be achieved by exploiting the fact 
that for M = 1 a Toeplitz band matrix has to be inverted [ZO]. 
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Purpose 

Operation 

Once per 

CD 

matched filter interference 

matrix vector-matrix-vector matrix-vector 
mitigation 

inversion product product 
slot symbol 

Nckd (A1 (Nckd  f ND) f 1) I 

the number of users, i.e. the system load, the length of the 
signature codes, the number of receiver antennas as well 
as the accuracy of the channel impulse response estimates. 
Upon definition of the average SNR we characterize the de- 
tection performance of the conventional receiver for high 
SNR values using a Gaussian approximation in order to 
estimate the performance without the need for extensive 
simulations. A realistic performance characterization has 
to take into account the imperfect channel estimation. The 
latter is investigated in simulations presented for different 
situations w.r.t. the aforementioned parameters. Special at- 
tention is given to the required accuracy of parameters in 
the colored noise detector and the sensitivity of the BER 
against errors of the channel parameter estimates. 

LMMSE Nh2 

CND (Nck , ,  f ND12 

6.1 BER APPROXIMATION FOR THE CD 

The BER of the k-th receiver is characterized as a func- 
tion of the average SNR defined by 

NCkdlVh ( X h  + 1) 
same as CD I (NCkd + Nd2 

where the expectation is w.r.t. the scrambling codes and the 

channel fading according to E t )  = gg Ck 
Analytical expressions for the BER are hard to find since 
the decision variables of the receivers depend on the re- 
ceived signal in a highly non-linear way due to channel es- 
timation and decision feedback. However, if we restrict the 
analysis to the CD and assume perfect channel estimates, 
simple approximations of the BER can be found. To this 
end, we consider the decision variable of the CD condi- 
tioned on all parameters but the channel noise 

( - (i)) T A H A c ~ )  

LMMSE (hINh)3 

CND l\f3 (Nck, ,  + ND)3 
SCND AI (Nck . ,  + h I 2  

Since Z R  is conditionally Gaussian, the conditional bit- 
error probability (BEP) reads [I41 

1 
4 Pb = -(erfc(<+) + erfc(<-)), (50) 

where <* = p * / ( f i u * ) ,  erfc(.) is the complementary 
error function and ,u* and u* denote the mean and vari- 
ance, resp., of the decision variable for D f )  = fl.  In view 
of the scrambling codes and the mutually independent data 
streams of different users [9], we model the aforementioned 
parameters as conditionally Gaussian random variables ac- 
cording to 

1 
2 

pi = Zkx??b + r. qf2 = (Eb + 2 r )  (5 1) 

with5 

I'lA - N ( 0 :  u;), YlA N N(0; &) (52) 

and 
AI ILI L,, L, 

6 = 1% (zL7:.) c c c c 
k' m=l m'=l p = l  t'=i 

t'#t 

@ern - &mr]@"tm - 8 ~ ~ ~ ~ )  x 
8 { c t ( m * ~ p m a ~ m ~ a p r n ~ * } .  (53) 

While Y depends on the autocorrelation function of C:' 
[9], I' contains weighted crosscorrelation values between 

Ct) and Cf '. This leads to the assumption of conditional 
independence of the joint density function [9] 

m,TlA(r.  T(A) = PrlA(rlA)pTlA(TlA) 

NCkdf i f lv ih  (i\INh f 1) 

same as CD 
same as CD 

A12 (Nck, ,  + ND)2 
" C k A  + Nd2 

5The fact that m*2 in (51) can be negative is irrelevant for the subse. 
quent derivation. 
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and thus 

PI ' .Y .A(r ,  r, A )  = Pr jA( r /A)PYlA( r l -4 )pA( .4 ) .  (54) 

The average BEP is given by p b  = E{Pb}, where the ex- 
pectation is w.r.t. I', Y and A.  In view of (50). Pt, cannot 
be calculated analytically. However, for the limiting case 
0% -+ 0, we have 

and with ( 5 2 )  and (54) 

P 1  

This is the desired approximation for the BER of the CD in 
the high SNR domain. It can be evaluated in simulations by 
averaging the expression ierfc (-&) over the different 
realizations of A. 

6.2 SIMULATION RESULTS 

The different schemes have been investigated in exten- 
sive Monte-Carlo s'imulations for different scenarios. The 
time-variant channel impulse responses (CIR) are created 
according to the stochastic radio channel model (SRCM) in 
[21] where four clusters of waves impinge at the receiver. 
In each cluster, there are 10 waves with identical delays 
and different incidence angles. The velocity of the mobile 
is 100 km/h and the channel excess delay is about 3 ps. The 
CIR results from sampling the SRCM once per slot. Figure 
5 shows the absolute value of the CIR at the first sensor for 
100 consecutive slots. figure absCIR As can be seen. the 

Figure 5: Absolrite value of the channel impiilse responses ar one 
sensor used in the simulations. 

superposition of the ten waves results in fading amplitudes 
for each cluster. The number of equalizer coefficients per 
sensor of the LMMSE is chosen to be Nh = 12 for all sim- 
ulations. For each point on each of the subsequent BER 
curves, a total of loG transmitted bits have been simulated. 

First, we consider a receiver with M = 1 antenna and 
a scenario with f i c k c ,  = 16 and K = 8, which corresponds 
to a system load of 50 %. As mentioned above, the chan- 
nel estimation is canied out during one slot where 10 % 
of the symbols are assumed to be pilot symbols. In the 
case of decision feedback, they are used to initialize the 
channel parameter estimates. The number of clusters is as- 
sumed given at the receiver. In Figure 6 ,  the BER values are 
plotted for the different receivers. BERl The dash-dotted 

'" a 5 10 15 20 25 30 

7 [dBl 

Figure 6: BER for hf = 1, N c k d  = 16 and K = 8. 

curve results from averaging the BEP in AWGN over the 
chaniiel statistics and thus represents a lower bound. The 
approximation of the CD for a given CIR is labelled as 
CD-APPR. To characterize the impact of the channel es- 
timation on the achievable BER, we first consider the case 
of a known CIR at the receiver. As can be concluded from 
Figure 6 ,  the CND shows the best detection performance 
where the BER saturates at & x 8 . There is an 
increasing gain of the CND as compared to the LMMSE 
detector for increasing SNR values, where the BER of the 
LhIMSE saturates at z 1 . The interference lim- 
itation of the CD leads to a saturation at 8 zz 2.5 . lo-* 
which is close to the value given by (56). The correspond- 
ing curves for estimated parameters (EP) are labelled as 
CND-EP, LMMSE-EP and CD-EP. As can be concluded 
from the figure, the performance loss of the CND-EP is 
about 2 dB for 5 < 12 dB, while the saturation level is 
increased considerably. The losses of the LMMSE-EP and 
the CD-EP are about the same, where the saturation level 
increase is less emphasized than in the case of the CND. 
Interestingly; the CND-EP outperforms the LMMSE with 
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perfect channel knowledge while it is sensitive to channel 
estimation errors. If we increase the load to 100 %, i.e. 
K = 16, we obtain the BER in Figure 7. 

, 
10-21 \ 

-cF LMMSE 
-*- CND 
- CD-EP 

11 4 LMMSE-EP 1 \ 

-A- CND-EP I \ 

10-5;' 5 10 15 20 25 30 

Figure 7 :  BER for A I  = 1, Nrk4 = 16 arid h' = 16. 

While the performance differences are comparable to 
the case of K = 8 for known channels, the performance 
is almost the same for the case where the channel has to be 
estimated. This clearly indicates that the BER performance 
depends critically on the accuracy of the channel estimates. 

The interference in the CND is based on the assumption 
of an AWGN process at the transmitter. To validate the ro- 
bustness against derivations from the model, we consider 
the case of a single interferer for the case of the minimum 
value Nck = 4 for k = 1 , 2  which corresponds again to a 
system with 50 % load. The resulting BER are shown in 
Figure 8. Although the central limit theorem is obviously 

t 
10'' 

1 o4 

n? w 
1 oJ m 

- CD-EP 
4 LMMSE-EP 
-A- CND-EP 

5 10 15 20 25 30 

4 Wl 

Figure 8: BER for M = 1. N c k d  = 4 and K = 2. 

not satisfied in this situation, the CND still outperforms the 
other detection schemesand achieves a lower BER for es- 
timated channel parameters than the LMMSE for known 
channels. Again, an improved channel estimation leads to 
an improved BER of the CND, especially for high SNR 
values. 

The spatial diversity of the mobile radio channel can be 
exploited to improve the BER performance. In Figure 9, we 
consider the scenario of Figure 6, however for the case of 
A.1 = 3 antennas. Obviously, all schemes can benefit from 

f 

g 
m 

5 10 15 20 25 30 

7 tdB1 

Figiire 9 BER for hI = 3, N c k d  = 16 and K = 8. 

the increased diversity. The equalizers do not show a BER 
saturation in the considered SNR range and the differences 
between the CND and the LMMSE are less emphasized. 
The BER of the SCND-EP and the LMMSE-EP is about the 
same for 7 5 16 dB, while for ;U > 16 dB the LMMSE-EP 
outperforms the SCND-EP. Note that the BER of the CND 
shows a loss of less than 2 dB as compared to the lower 
bound. 

In Figure 10, we increase again the load to 100 96, i.e. 
K = 16. Surprisingly, the performance for given channels 
does not change very much for the LMMSE and the CND 
equalizers as compared to the case of K = 8. However, 
as soon as the channel estimation errors are taken into ac- 
count, all equalizers perform equally well with a saturation 
level of about 4 x 1.5 lo-* which is a third of the cor- 
responding value'of the CD-EP. For completeness, we con- 
sider the case of a single interferer in Figure 1 1 with A1 = 3 
and NCkd = 4. The behaviour of the schemes is similar to 
the case of Figure 8. In particular, the CND is still superior 
to the LMMSE for both known and estimated channels. In 
this respect, the modelling of a discrete-valued interference 
process as AWGN does not lead to a performance degrada- 
tion. Note that the BER of the CND-EP is substantially 
lower as compared to the SCND-EP at the expense of an 
increased complexity. 
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, 
- CND-EP, 7 = 4 dB 
4 CND-EP. -7. = 12 dB 

lo-' 

- LB 
- - CD-APPR -- CD 
+ LMMSE 
-+ CND - CD-EP 
+ LMMSE-EP - C N D E P  

5 10 15 20 25 30 
10-s i 

0 

Figure I 0  BER for  A I  = 3, IV.~,, = 16 ond h' = 16. 

lo-' 

, \ .  
-%- SCND-EP I \ \ \  

5 10 15 20 25 30 

Figure I I :  BER for  121 = 3. Nckd = 4 and K = 2. 

An important parameter in the CND is the ratio v:el = 
&/a: which controls the relative noise contribution in the 
decision variable caused by the interfering signals and the 
thermal noise. In Figure 12, we consider the dependence of 
the BER on 1c, = ~?:~,/a:~, with & = C?&/b? for the sys- 
tem in figure 6 where the parameters have been estimated. 
The minimum BER is obtained for ?+b = 1 which is the op- 
timum point if the model assumptions hold. As can be con- 
cluded from a close inspection of Figure 6 and Figure 12, 
the channel estimates are sufficiently accurate in order not 
to move the minimum BER away from the above value due 
to random errors. Furthermore, the variations of the BER 
around + = 1 are moderate which indicates that for given 
channel panmeter estimates the estimation of C?:e, does not 
have to be very accurate and. consequently, the CND-EP 
performance is robust against this source of error. 

- -  C D , 7 = 1 2 d B  

1 o-2 1 oo 1 o2 

Figure 12: BER CIS afrrncrion of $J for  the the system in Figure 6. 

7 CONCLUSIONS 

In this paper, several linear demodulation schemes are 
derived for the UTRA FDD downlink and comparcd for 
different system parameters, e.g. the system load, the num- 
ber of receiver antennas, and the spreading code length. 
In order to allow for a large maximum mobile speed, the 
procedure for estimating the parameters needed for sym- 
bol detection is based on the observation of only one slot. 
The simplest scheme is the conventional receiver carry- 
ing out a maximum-ratio combining w.r.t. time and space. 
After formulating a time-invariant equalizer based on a 
MMSE approach, we derive a time-variant equalizer result- 
ing from a maximum-likelihood approach where the inter- 
ference at the transmitter is modelled as an AWGN pro- 
cess. It turns out that the increased degrees of freedom in 
the time-variant equalizer can be exploited for decreasing 
the BER as compared to the time-invariant one, where the 
latter already outperforms the conventional receiver. The 
achievable gain depends critically on the accuracy of the 
parameter estimation procedure which is based on a deci- 
sion feedback from the conventional receiver for complex- 
ity reasons. In a practical system, the parameter estimation 
can be improved by extending the observation interval or 
including the estimation of the Doppler frequency. It has 
been shown that even for the channel estimation considered 
here, the BER of the time-vafiant equalizer is rather insen- 
sitive to errors in the estimation of the relative noise con- 
tribution of multiple access interference and thermal noise. 
For highly accurate parameter estimates, three receiver an- 
tennas, and a system load of 50 %, the BER of the scheme 
is within 2 dB of a lower bound for the corresponding fad- 
ing channel. The schemes can be implemented efficiently 
for the case of one reveiver antenna using the Trench algo- 
rithm. In the multisensor case. the complexity of the equal- 
izers can be reduced by neglecting the correlation between 
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siznals at different sensors at the expense of a BER degra- 
dation depending on the system parameters. 

Mnniiscript received on June I ,  2001. 
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