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ABSTRACT: CH−π interactions have been cited as an important
contributor to carbohydrate recognition. To determine whether N-
heterocycles form stronger CH−π interactions, the interactions of methyl
ether groups with heterocyclic and nonheterocyclic aromatic surfaces
were studied. Both experimental and computational experiments found
that N-heterocyclic aromatic surfaces formed stronger interactions. This
enhancement was attributed to attractive dipole−dipole interactions between the methyl ether C−O bond and the N-
heterocyclic aromatic dipole.

Carbohydrate recognition plays a key role in many biological
processes1 such as fertilization,2 immune response,3 and

inflammation.4 Thus, the study of factors that enhance
carbohydrate affinity and selectivity has been the focus of
extensive research efforts.5 While hydrogen bonding is generally
considered the primary interaction,6 CH−π interactions7 have
also been cited as key contributors to carbohydrate binding.8

Interestingly, a high percentage of the CH−π interactions of
carbohydrates involve heterocyclic aromatic surfaces.9 For
example, the protein−sugar complex between Urtica dioica
agglutinin and the triose NAG3 contains four CH−π interactions
each involving a different heterocyclic aromatic residue (Trp21,
Trp23, His67, and Trp69) (Figure 1a).10 Thus, the goal of this
work was to determine whether carbohydrates form stronger
CH−π interactions with heterocyclic versus nonheterocyclic
aromatic surfaces. Our strategy was to employ a small molecule
model system in conjunction with computational studies to
address this question. In this study, methyl ether groups were

used as minimalistic models of carbohydrates. Methyl ethers can
form similar CH−π interactions as those in carbohydrates, as
they have alkyl groups directly attached to polar oxygens (Figure
1b). In addition, the methyl ether groups lack hydrogen bond
donating OH groups that would complicate the analysis. We
found that the presence of the ether oxygen plays a key role in
modulating the interaction energies and geometries of this
moiety.
Molecular torsional balances are small molecule model

systems designed to measure the strength of intramolecular
noncovalent interactions via shifts in a conformational
equilibrium.11 Utilizing this strategy, we have recently developed
a rigid bicyclic molecular balance that has been successfully
applied to study a number of weak noncovalent interactions
including π−π,12 CH−π,13 deuterium−π,14 and heterocyclic−π
interactions.15 For this study, these balances were modified to
study the CH−π interactions of heterocyclic and nonheter-
ocyclic aromatic surfaces (Figure 2). Balances 1−6 were
designed with a methyl arm (OCH3 or CH2CH3) and an
aromatic surface containing two, one, or zero N-heterocyclic
units that could form an intramolecular CH−π interaction. The
balances were synthesized via the same modular route.12−15

First, the ability of balances 1−6 to form an intramolecular
CH−π interaction in the folded conformer between the methyl
arm and the aromatic shelf was assessed in solution and in the
solid state. In solution (CD2Cl2), large upfield chemical shifts
were observed for the folded versus unfolded methyl arm protons
in the 1H NMR spectra (Table 1). These upfield shifts (Δδ = 1.3
to 1.5 ppm) were consistent with the methyl groups being in
contact with the aromatic shelf in the folded conformers and
forming the desired intramolecular CH−π interactions. The
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Figure 1. (a) Crystal structure of the active site of the Urtica dioica
agglutinin with a bound tri-N-acetylchitotriose (NAG3).10 The
heterocyclic residues that form CH−π interactions (Trp69, Trp23,
His67, and Trp21) are highlighted (PDB entry 1EHH). (b) Schematic
representation of the CH−π interactions of amethyl ether group with an
N-heterocyclic and nonheterocyclic aromatic ring.
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differences in the chemical shifts of the methyl protons were
readily measured at rt, as the unfolded and folded conformers were
in slow exchange in the 1H NMR spectra.12−15

The intramolecular CH−π interactions were also charac-
terized in the solid state by X-ray crystallography. To ensure the
formation of the folded conformers in the solid-state, “two-
armed” balances (1′, 2′, 3′, and 6′) were prepared and
crystallized.12,13,15 The two-armed balances have the same arm
at both ortho-positions of the pivot ring; thus, one arm is always
in the folded conformation, and the other arm is in the unfolded
conformation. X-ray crystallographic analysis of 1′−3′ and 6′
showed the expected intramolecular CH−π interactions (Figure
3). In each structure, a proton on the methyl group of the folded
armwas within the proper atom-to-plane distance (2.56−2.61 Å)
to form a CH−π interaction with the aromatic shelf.16

Next, the strengths of the CH−π interactions were measured
in solution (Table 1). The folding ratios were measured in
solution (CD2Cl2) by integration of the corresponding peaks in
the 1H NMR spectra and converted into folding energies [ΔG =
−RT ln([folded]/[unfolded])]. First, the folding energies of
balances 1 and 2were compared to test whether the methyl ether
arm formed stronger interactions with heterocyclic or non-
heterocyclic aromatic surfaces. Balances 1 and 2 had folding
energies of −0.02 and +0.31 kcal/mol, respectively. Thus, the
intramolecular interactions in heterocyclic 1 were more
stabilizing by−0.33 kcal/mol than in nonheterocyclic 2. Analysis
of hybrid balance 3, which contained a heterocyclic and a
nonheterocyclic ring, provided further evidence that the
heterocyclic surface formed stronger intramolecular interactions.
The OCH3 group in 3 can flip back and forth between the
heterocyclic and nonheterocyclic outer ring of the benzoquino-
line surface.17 Indeed, both intramolecular CH−π configurations
were observed in the crystal structure of 3′ (Figure 3c). The
populations of the two configurations were unequal in the crystal
structure, as the OCH3−heterocyclic interaction was favored by
∼2:1 (62:38). Analyses of the folding ratios of 3 in solution were
also consistent with the heterocyclic ring forming stronger
intramolecular interactions. The folding energy of 3 (+0.14 kcal/
mol) fell almost halfway between the folding energies of the
purely heterocyclic and nonheterocyclic balances 1 and 2 (−0.02
and +0.31 kcal/mol).
In assessing the reason for the above stability trends, we arrived

at the conclusion that they probably did not arise from
differences in the strengths of the CH−π interactions. Our
reasoning was that CH−π interactions are generally considered
to be dispersion dominated interactions.18 The dispersion
interactions for an N-heterocyclic and an isosteric non-

Figure 2. (a) Schematic representation of the unfolded−folded
conformational equilibrium of molecular balances 1−3 for measuring
the CH−π interactions of the methyl ether group. (b) Structures of the
folded conformers of molecular balances with methyl ether (1, 2, 3, and
6) and with ethyl arms (4 and 5) and their two-armed analogues (1′, 2′,
3′, and 6′) for X-crystallographic analysis.

Table 1. 1H NMR Solution Measurements of Balances 1−6 in
CD2Cl2 at 25 °C

aDifference in 1H chemical shift (ppm) of the CH3 protons between
the unfolded and folded conformers. bMeasured from the integration
areas of the CH3 peaks in the 1H NMR spectra (error < ± 5%).
cFolding energies in kcal/mol (±0.03 kcal/mol).

Figure 3. Truncated front views of the X-ray crystal structures of
balances 1′ (a), 2′ (b), 3′ (c), and 6′ (d), highlighting the intramolecular
CH−π interactions. In the structure for 3′, both the 3′ major and 3′
minor configurations were observed with a ratio of 62:38. The atom-to-
plane distances for the intramolecular CH−π interactions are
highlighted as red lines.
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heterocyclic ring should be very similar, as the difference in
polarizability of a nitrogen to a CH group is minor.19

Furthermore, the dipole of the N-heterocycle should have little
effect on the CH−π interaction. To confirm that heterocyclic and
nonheterocyclic surfaces form similar strength CH−π inter-
actions, we conducted ab initio calculations (estimated complete-
basis-set-coupled-cluster, CCSD(T)/CBS) comparing the
CH−π interactions of methane with benzene and pyridine,
respectively. Although differences in geometry were observed,
the intermolecular interactions in the two systems were
isoenergetic (−1.39 versus −1.41 kcal/mol).
Thus, an alternative hypothesis was developed based on the

role of the oxygen linkers in balances 1−3. To isolate the
influence of the oxygen linker, we synthesized two analogous
heterocyclic and nonheterocyclic balances 4 and 5 without
oxygen linkers where the OCH3 groups were replaced by
CH2CH3 groups. Balances 4 and 5 formed similar intramolecular
CH−π interactions as balances 1−3. This was evident from the
similarly large upfield chemical shifts (∼1.2 ppm) of their
terminal methyl protons in the folded conformers (Table 1).
In contrast to methyl ether balances 1−3, balances 4 and 5 had

very similar interaction energies for the heterocyclic and
nonheterocyclic surfaces. Balances 4 and 5 had folding energies
of −0.17 and −0.20 kcal/mol, respectively, which were within
experimental error (±0.03 kcal/mol). Thus, both computational
and experimental studies concurred that the differences in the
interactions between the heterocyclic and nonheterocyclic
aromatic surfaces appeared to be due to the oxygen linker.
Two hypotheses were formulated to explain the influence of

the oxygen linker on the intramolecular interactions. The first
hypothesis was that the oxygen linker was polarizing the C−H
bond of the methyl ether. This polarization hypothesis was
consistent with theoretical20 and experimental21 studies that
found that more polarized or acidic C−H bonds form stronger
CH−π interactions. The second hypothesis was that the C−O
bond dipole was interacting with the heterocyclic dipole. The
two hypotheses were tested computationally and experimentally
by positioning the OCH3 group at different angles over the N-
heterocyclic ring (Figure 4). The dihedral angle (α) of the C−O

bond dipole with respect to the heterocycle dipole was
systematically varied, and the corresponding interaction energies
were measured (Figure 4). For the C−H bond polarization
hypothesis, the interaction energy should not vary substantially
and would only be weakened when the electronegative O- andN-
atoms were in close proximity. However, for the dipole
hypothesis, there should be a strong stabilizing as well as a
destabilizing effect, depending upon the orientation of the
dipoles.
The results from our computational and experimental studies

were consistent with the dipole hypothesis. First, the computa-
tional study estimated the complexation energy of dimethyl ether
with pyridine or benzene. The CH3 group of dimethyl ether was
positioned over the aromatic ring with a single C−H bond
forming a CH−π interaction. Intermolecular interaction energies
were computed for a series of dihedral angles α. The difference in
interaction energies when pyridine was replaced by benzene,ΔE,
was plotted as a function of α in Figure 4 (red curve). When the
C−O and pyridine dipoles were antiparallel (α = 180°), the
interaction between dimethyl ether and pyridine was stabilized
compared to the interaction energy between dimethyl ether and
benzene (ΔE = −0.40 kcal/mol). When the C−O and pyridine
dipoles were parallel (α = 0°), the interaction energy was strongly
destabilizing for pyridine versus benzene (ΔE = 1.33 kcal/mol).
To confirm that these geometric effects were indeed due to
interactions between the C−Odipole and the heterocycle dipole,
a control study was performed in which dimethyl ether was
replaced in the computations by methane (blue curve in Figure
4). Consistent with our hypothesis, the removal of the C−O
dipole by replacing dimethyl ether with methane resulted in very
small values for ΔE (the difference between methane/pyridine
and methane/benzene) that are nearly constant with respect to
α.
A similar experiment was carried out using our molecular

balances. The precise positioning of the OCH3 and heterocycle
dipoles was more difficult using a model system. However, we
were able to synthesize and test a new balance 6 which had the
heterocyclic nitrogens at the 4- and 7-positions. This places the
N-heterocyclic nitrogens on the opposite edge of the aromatic
shelf in comparison to the original 1,10-phenanthroline shelf.
Comparison of balances 1 and 6 provided a means to study two
different geometries of the interaction. The orientation of the
heterocycle dipole of the outer ring on the shelf and the C−O
bond from the crystal structures of 1′ and 6′ (Figure 4b) most
closely correlates to α = 120° and 60°, respectively. Thus, the
dipoles in 1 point in opposite directions and the dipoles in 6
point in the same direction. The measured folding energies for 1
and 6 (−0.02 and +0.25 kcal/mol) revealed the same stability
trend predicted by the computational study. When the dipoles
were antiparallel as in balance 1, the OCH3−heterocyclic
interaction was more stabilizing (lower in energy). When the
dipoles were aligned in the same direction as in 6, the OCH3−
heterocyclic interaction was destabilized (higher in energy).
Symmetry-adapted perturbation theory (SAPT) calculations
confirm that this energy variation with orientation is almost
entirely electrostatic in nature, consistent with dipole−dipole
interactions (see Supporting Information).
In conclusion, we have utilized a combination of theory and

model systems to study the CH−π interactions ofN-heterocyclic
and nonheterocyclic surfaces. There was excellent agreement
between the two approaches. The −OCH3 group was found to
be capable of forming stronger noncovalent interactions with N-
heterocyclic surfaces. In contrast, the −CH2CH3 group showed

Figure 4. (a) Calculated CCSD(T)/CBS [i.e., MP2/CBS from aug-cc-
pVQZ/aug-cc-pV5Z extrapolation + (CCSD(T)/aug-cc-pVTZ −
MP2/aug-cc-pVTZ)] interaction energy differences (ΔE) between
the heterocyclic and nonheterocyclic CH−π complexes [ΔE =
E(CH3X/Py) − E(CH3X/Bz); X = H or OMe] at four different
orientations of the dipoles (α = 180°, 120°, 60°, and 0°). (b) Partial top
views of the CH−π interaction regions in crystal structures 1′ (i) and 6′
(ii) highlighting the orientations of the C−O bond and heterocycle
dipoles.
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similar interaction energies for the two types of surfaces. Thus,
the methyl ether oxygen appears to play a key role in modifying
the interaction energies with heterocyclic surfaces. The O-atom
does not appear to enhance the CH−π interaction directly.
Instead, the C−O dipole interacts with the heterocycle dipole,
which can strengthen or weaken the OCH3−aromatic
interaction. These stability trends may have some bearing on
many biologically important carbohydrate−aromatic interac-
tions. The attraction between C−O and heterocycle dipoles
explains the prevalence of carbohydrate−heteroarene interac-
tions. This dipole−dipole interaction could also be used to
optimize carbohydrate binding in synthetic and bioengineered
carbohydrate receptors. New molecular balances containing
other biologically relevant heterocyclic motifs, such as
tryptophane, pyrimidine, and purines, are currently being
developed in our laboratory to further investigate this
phenomenon.
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