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We present novel test set encoding and pattern decompression methods for core-based
systems. These are based on the use of twisted-ring counters and offer a number of
important advantages-significant test compression (over 10X in many cases), less tester
memory and reduced testing time, the ability to use a slow tester without compromising
test quality or testing time, and no performance degradation for the core under test.
Surprisingly, the encoded test sets obtained from partially-specified test sets (test cubes)
are often smaller than the compacted test sets generated by automatic test pattern
generation programs. Moreover, a large number of patterns are applied test-per-clock to
cores, thereby increasing the likelihood of detecting non-modeled faults. Experimental
results for the ISCAS benchmark circuits demonstrate that the proposed test
architecture offers an attractive solution to the problem of achieving high test quality
and low testing time with relatively slower, less expensive testers.

Keywords: Embedded core testing; Slower-speed testers; Test set encoding; Test rate; Test vector
decompression; Test-per-clock

1. INTRODUCTION

System-on-a-chip designs containing embedded
cores pose a number of difficult test challenges
[1]. One of these involves the reduction of test
application time. Testing time is especially im-
portant for a core-based system since long test
times can significantly increase cost and require

design changes, thereby affecting time-to-market.
Unfortunately, the testing time for a core-based
system can be very high due to the fact that the
test patterns for the embedded cores are applied
serially via scan chains. In such test-per-scan
methods, one test pattern is applied to an n-input
core under test every n cycles. For embedded cores
that use the same internal scan chain for applying
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test patterns and capturing test responses, such
serialization of the test patterns is unavoidable.
However, a test-per-scan method increases the
testing time unnecessarily for a core that employs a
boundary scan chain for test application, and uses
a separate circuit for capturing test responses.
While parallel access to the core in such cases is
possible by multiplexing the core I/Os to chip I/Os
[2], the routing and area overhead associated with
such a test access mechanism can be prohibitive.
The testing time for a core-based system can be

reduced by employing built-in self-test (BIST).
However, BIST for logic cores is feasible only
if the core vendor provides "BIST-able cores".
Another problem in using BIST for core testing
lies in the fact that practical (low-cost) pattern
generation methods that provide high fault cover-
age require structural information about the IP
core, either for test-point placement [3], or for
carrying out fault simulation and ATPG [4]. The
core vendor usually provides only a precomputed
test set for the core.

In order to reduce the testing time for "non-
BIST-able cores", a recently proposed test vector
compression/decompression method that uses an
on-chip decoder and a cyclical scan register to
apply a precomputed test set T to the core [5]. Test
vectors provided by the core vendor are stored
in compressed form in the tester memory, and
transferred serially to the core and decompressed
during test application. However, a problem with
this method is that it is based on a test-per-scan
architecture and is therefore inefficient for cores
containing boundary scan registers that do not
capture test responses.

In this paper, we introduce a new test compres-
sion/decompression method based on the use of
twisted-ring (Johnson) counters (TRCs) [6]. Unlike
the BIST method presented in [6], the test
application method described here does not
require reseeding of the twisted-ring counter. For
cores containing boundary scan, a test-per-clock
architecture allows the application of a test pat-
tern to the core every clock cycle. It imposes no
performance penalty beyond what is introduced

by scan design. Since a larger number of patterns
are applied to the CUT every cycle, the proposed
test set-up can also be used with a slower-speed
tester without affecting test quality. It is becoming
increasingly difficult for testers to keep up with
the high frequencies needed to sufficiently test for
performance-related defects in today’s IC’s. High-
speed testers also pose greater interfacing prob-
lems during test. Moreover, the SIA National
Technology Roadmap predicts that the cost of
high-speed testers will exceed $20 million by 2010
[7]. Hence, test methods that can be used with
slower-speed, less expensive testers are becoming
especially important [8].

In contrast to a conventional test-per-scan
method, the proposed method applies patterns
to the core at every clock cycle, hence the test
responses must be observed every clock cycle.
We also show that the proposed compression meth-
od is flexible in that the TRC-based test can be
designed using both fully-specified and partially-
specified test sets. Finally, we compare the size
of the encoded test sets (number of bits to be
stored) for partially-specified patterns to the test
sets obtained from ATPG programs that attempt
to generate compact test sets [9]. The motivation
for generating small test sets is to reduce testing
time. However, the high degree of compression
obtained for partially-specified test sets demon-
strates that test set compaction is not always
necessary-the testing time is reduced more effec-
tively by encoding partially-specified test sets. The
proposed encoding method provides significant
test set compression (over 10X) for many full-scan
and non-scan circuits.
The paper is organized as follows. In Section 2,

we review twisted-ring counters and present our
test set encoding method. As mentioned above,
our encoding method is tailored towards the use
of a TRC for test application. We describe our
pattern application technique using TRCs and
illustrate the method for a boundary scan archi-
tecture in which test responses are captured in a
separate scan chain. In Section 3, we present
experimental results for the ISCAS 85 [11] and
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ISCAS 89 [12] benchmark circuits. Section 4 pre-
sents the conclusions and outlines directions for
further research.

2. TEST SET ENCODING AND PATTERN
DECOMPRESSION

In this section, we first review a recently-proposed
BIST approach based on twisted-ring counters
(TRCs). We then present a TRC-based test vector
compression/decompression approach for em-
bedded core testing. We describe the proposed
test-per-clock pattern application technique using
TRCs and illustrate the method for a boundary
scan architecture in which test responses are
captured in a separate scan chain.
An n-bit ring counter is a group of n flip-flops

F1, F2,..., Fn connected as a shift register, with
the output of Fn fed back to the input of F1. It
behaves as a counter with up to n distinct states
depending on the initial value (seed). The TRC is a
ring counter with an inverter added between the
output of Fn and the input of F1. An n-bit TRC
behaves as a counter with up to 2n distinct states
depending on its seed. TRCs have recently been
proposed for the design of BIST pattern genera-
tion circuits [6].

Test application in [6] is carried out by re-
configuring the input scan register of the circuit
under test as a ring counter and a TRC. A small
number of seed patterns are stored in a ROM, and
for each seed, the pattern generator is clocked for
3n clock cycles. For the first n cycles, the pattern
generator operates as a ring counter (shift mode)
while for the remaining 2n cycles, it operates as
a TRC (twist mode). A single 4-to-1 multiplexer
is used to control the two-mode operation of
the pattern generator. It was shown that a small
number of seeds are generally sufficient to embed
an arbitrary precomputed test set. The set of seeds
may be viewed as an encoded test set, which is used
to generate a superset of the precomputed test set

during test application. A key advantage of this
approach is that test-per-clock BIST pattern ap-
plication is achieved without requiring any map-
ping logic between the scan register flip-flops
and the circuit under test.
We now present another application of

TRCs-test vector compression/decompression for
embedded core testing that provides all the
advantages of the method described in [6]. In
addition, the proposed technique allows more
efficient use of the TRC by removing a restriction
that is inherent in the BIST architecture of [6],
namely, the pattern generator can change modes
(from shift to twist) only once for every seed. This
restriction limits the number of patterns that can
be generated from any starting state (seed) to 3n.
We show in this paper that the entire precom-

puted test set can be generated from only one
starting state if the pattern generator is allowed
to switch modes freely, i.e., at any clock cycle. In
fact, any test pattern can be generated from an
arbitrarily chosen initial state in at most n cycles.
This observation forms the basis for the test
architecture proposed in the paper. Figure shows
the main idea behind the pattern generator. The
test set is encoded as a single-bit stream; during
test application, each bit of the encoded test set
determines the operation (shift or twist) to be
performed during the corresponding clock cycle.
The encoded test set is stored in tester memory
and transferred to the IC serially during test
application.
For a precomputed test set Tz with m patterns,

the size of the encoded test set TE is at most mn
bits, which equals the storage requirement when
no encoding is employed. However, we show later
that the size of TE is generally much smaller than
mn bits. Another advantage of using the set-up
shown in Figure is that the patterns are applied
in a test-per-clock fashion without adding delays
on the functional logic paths. When no encoding
is employed, i.e., TD is stored in the tester as in
traditional testing, a total ofm patterns are applied

The proposed method is test-per-clock with respect to the scan clock, as opposed to the at-speed functional clock.
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Multiplexer

Select
(encoded test set)

Input scan register

Core under test

FIGURE Generic pattern application using a twisted-ring counter.

to the core under test in mn cycles (test-per-scan).
However, with encoding, a total of ITel patterns
are applied to the core under test in exactly ITel
cycles. Therefore, even if no compression is
achieved via encoding in the worst case, a total
of mn patterns are applied in mn cycles.
For example, consider the example To in

Figure 2. We assume that TRC starts in the all-0
state. This can easily be achieved using a global
reset. The encoded test set Te contains only 26
bits, a saving of 47%, both in tester memory and
test application time. Furthermore, using this
encoded test set, a total of 26 patterns are applied

to the core under test in 26 cycles, instead of the
only 7 patterns that are applied in 49 cycles if To is
stored in tester memory. The patterns from Tz
that are applied to the core under test are
highlighted in the figure. In general, it is not
necessary to assume an all-0 initial state. Any
initial state can be scanned into the TRC using
the serial scan-in mechanism shown in the test
architecture of Figure 3. In this paper, however,
we assume that the TRC always starts in the all-0
state.

It is straightforward to show that any test
pattern can be generated from any given state S

0101011
1101010
1001101
0001110
1110001
011001
1110110

An example TD

Initial state 6 cycles 3 cycles
0000000 1110110 0001110

TTSTTT STT TSS

4 cycles 5 cycles /r3 cycles

010t011 0110011 1110001

S,s STT$ TSTTT
2 cycle

3 cycles
1101010 1001101

SST

Encoded test set (symbolic): TTSTTTSTTTSSTSTTTSTTSSSSST

Encoded test set (binary): t0111011100101 11011000

Size of TD 49 bits, size of TE 26 bits.

t0111000ooooooo
/OOl lOO000000
[ O01110I00000
[11001110110000
]01100111011000
/i0110011101100
/01011001110110
/I0101100111011
0101010011101
I010101ooo o

1010101000111 01101011100011
1110001 0011010

1001101

Test patterns applied to core under test

FIGURE 2 An example illustrating test set encoding and pattern application (T and S refer to twist and shift, respectively).
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FIGURE 3 Proposed pattern application scheme using a TRC.
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of an n-bit pattern generator (Fig. 1) in at most n
cycles. Let t-tit2.. "tn and S=SlS2"’’Sn. Then we
can generate from s in a minimum number of
cycles by determining the smallest integer r such
that sl=tr+l, s2=tr+2,...,Sn-r=tn The test
pattern can then be generated from s in exactly r

cycles. Intuitively, this also implies that the TRC
can always be made to generate any desired test
pattern by "flushing out" s and carefully reloading
the bits corresponding to t.

A block diagram of the interface between the
ATE and the SOC under test is shown in Figure 4.

The tester supplies patterns with frequency fext, Ays
is the functional clock (system) frequency, andfcan
is the scan clock frequency. Since a pattern is
applied to the core every cycle, fsoan=fext. The
on-chip clock generator is used to generate a
synchronization clock to control the flow of data
between ATE and the SOC, and to synchronizefext
with fsan. We introduce the term test rate for
external testing to measure the number of patterns
that are applied to the core under test per second.
The test rate is simply fscan for the TRC-based
architecture. We also use the term relative test rate

ATE
fscafext

External
Sync.

ATE
I/O

channel

Sync. Clock

SOC

fscafext Wrapper

Cre,

Wrapper

Core

On-chip clock generator

fsys’fscan

FIGURE 4 A conceptual architecture for testing a system-on-a-chip.
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to measure the number of patterns applied to the
core under test per tester cycle. For the pattern
application scheme in Figure 3, the relative test
rate is the maximum value possible, i.e., 1. Note
that for a test-per-scan scheme, the test rate is only
fscan/n and the relative test rate is only 1/n. Let
amn be the size of the encoded test set Te. In other
words, a ]Tel/[ TD[ is directly proportional to the
amount of compression achieved using the pro-
posed encoding method.

Test-per-clock pattern application is therefore
achieved using a TRC without adding any addi-
tional logic on the critical paths between the flip-
flops and the inputs of the core under test. Hence,
as in test-per-scan methods [14, 15], the proposed
method imposes no additional performance de-
gradation beyond scan. This is in contrast to most
test-per-clock methods, which require mapping
logic between the flip-flops and the circuit under
test. Furthermore, the test-per-clock approach
allows us to use slower, low-cost testers. For
example, in order to apply all the test patterns in
time T, a test-per-scan method requires the tester
to run at frequency such that fscan--mn/T. With
our test-per-clock approach, the testing can be
carried out in the same amount of time using a
tester that runs at frequency such thatfca amn/
T. Moreover, an additional re(an- 1) patterns are
applied to the circuit in the same amount of time.
This increases the likelihood of detecting non-
modeled faults that are not explicitly targeted by
Tz.
As in any test-per-clock approach, response

monitoring in the proposed method must be done
every tester clock cycle. This can be carried out
using a combination of space compaction [16, 17]
and multiple-input signature register. The response
monitoring logic can be designed from the re-
sponses of the core under test to the patterns in
To and to the additional patterns that are applied
by the TRC.
We now address the issue of determining the

encoded test set Te from the given precomputed
test set To. We first note that for full-scan cores,
since the patterns can be reordered, the encoding

problem can be formulated as the well-known
traveling salesman problem (TSP) on a weighted
directed graph. Every pattern in To corresponds to
a node in a directed graph G. An additional node
s in this graph corresponds to the all-0 initial state
of the pattern generator. The weight of an edge
(x, y) in G equals the minimum number of cycles
required to generate Y=YlYz"’Yn from x---
xlx2." "xn. This is determined from the smallest
r _< n such that xl yr+ 1, x2 yr+ 2, Xn- y,,.
It can now be easily seen that the minimum-size
encoding of To corresponds to a minimum-cost
Hamiltonian path (TSP) in G that starts at s.

Since the traveling salesman problem is NP-
complete [10], we use a simple greedy algorithm
to carry out the encoding. Starting from the all-0
initial state S, we generate the pattern in To that is
at the least "distance" from S. (The distance of y
from x is given by the weight of the edge from x
to y in G.) We then continue this process until all
the patterns in To have been generated. Figure 2
illustrates the greedy algorithm for an example
test set. The complexity of this algorithm is O(m2),
and the complexity of generating the graph is
O(man).
The encoding algorithm can also be applied

to test sets containing partially-specified patterns
(test cubes). In fact, significantly more compres-
sion can be expected if To is partially-specified. In
order to illustrate the encoding for test cubes, we
introduce the notion of compatibility between the
bits xi and yj of test cubes x and y. We define xi
and yj to be compatible if either (i) both xi and y
are specified and equal, or (ii) at least one of these
two bits is a don’t care. Once again, we start from
the all-0 s initial state and follow a greedy strategy
of choosing a pattern at the least distance, i.e., a
node in G connected by an outgoing edge from s
with the least weight. The weight w(x,y) of the
edge from x to y is determined as follows:
w(x,y)= r, where r is the smallest integer such
that xi and y+i are compatible, 1 <_ < n- r. Note
that the don’t-cares of every test cube generated
from an initial state are always uniquely mapped
to ls and 0s.
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0lOXOX
10XXlO
11xx01
lXlXOX

An example 7"0

Compressed 7"0

Initial state 2 cycles cycle
000000 010XOX 1XlXOX (101000)

TS (o lOOOO) T
|7"

cycle
6 cycles 2 cycles

lOXXlX 11XXOl 1101ox (110100)
(101111) TTSSTS(111101) 77"

Encoded test set (symbolic):

Encoded test set (binary): 101111110010

Size of TD (compressed) 24 bits, size of TE 12 bits.

’000000
100000
010000
101000
110100
111010
111101
011110
101110

Patterns applied to
core under test

FIGURE 5 An example illustrating compression and pattern generation for a partially-specified test set.
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As an example, let us refer to Figure 5. Starting
from the all-0 initial states, the first pattern from
To that is applied to the core under test is

tl-010XOX. However, since the starting state is
completely-specified, the two don’t-care bits of
tl are mapped to 0s. The state of the pattern
generator is now 010000 (shown in the figure),
and the next pattern from To that is applied to
the core under test is therefore t. 1X1XOX. The
three don’t cares of this test cube are uniquely
mapped to 0s. In general, this mapping is not
unique; therefore long runs of ls and 0s can be
obtained by suitably assigning values to the don’t-
care bits. We have implemented the encoding
algorithm in C+ / and the experimental results
for the ISCAS benchmark circuits are reported in
Section 4.

It is possible that a few of the patterns generated
by the TRC may be repetitions of patterns already
applied to the core. However, this seems to occur
rarely. For example, no patterns are repeated in
the examples of Figure 2 and Figure 4. A general
characterization of the sequences generated by the
test architecture of Figure 4 remains an interesting
open problem.
The example in Figure 4 illustrates another key

advantage of the proposed compression/decom-
pression approach. A test set containing test cubes
is usually compressed to generate a compact,
completely-specified test set that is stored in tester
memory. This is typically carried out during auto-
matic test pattern generation (ATPG) [9]. In the

example of the test set of Figure 4, the number
of bits required for storage can be reduced in this
way from 30 to 24. This also reduces the testing
time by 6 cycles for a test-per-scan testing scheme.
On the other hand, if encoding is performed on the
partially-specified test set, only 12 bits are required
for storage. This represents a saving of 50% in
tester memory and test application time. The
patterns applied to the core under test are also
shown in Figure 4 (the patterns from Tz are
highlighted).

3. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed test
set compression/decompression method for the
ISCAS benchmark circuits. We use the following
measures in our evaluation: tester memory re-
quirement, test application time, number of
patterns applied to the core under test, and the
test rate. Test data compression is not the only
benefit of using the proposed pattern application
scheme. As our experimental results demonstrate,
we achieve significantly higher test rates for test-
per-clock architectures.

Table I presents the experimental results for
fully-specified test sets generated using the Mintest
ATPG program [9]. These experiments were
carried out using a Sun Ultra 10 workstation with
a 333 MHz processor and 128 MB of DRAM. We
compare the proposed test-per-clock scheme with
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TABLE Experimental results for the full-scan ISCAS circuits with completely-specified test
patterns generated using Mintest [9]

Proposed method Test-per-scan

Circuit n rn a

Testing No. of Testing No. of
time patterns time patterns

(cycles) applied (cycles) applied

c432 36 27 0.8457
c499 41 52 0.8908
c880 60 16 0.9750
c1355 41 84 0.9760
c1908 33 106 0.8385
c2670 233 44 0.9814
c3540 50 84 0.8917
c5315 178 37 0.9700
c6288 32 12 0.8099
c7552 207 73 0.9766
s208 19 27 0.7837
s298 17 23 0.7648
s344 24 13 0.8334
s349 24 23 0.8494
s382 24 25 0.7934
s386 13 63 0.5825
s400 24 24 0.8125
s420 35 43 0.8971
s444 24 24 0.8334
s510 25 54 0.7860
s526 24 49 0.7241
s641 54 21 0.9224
s713 54 21 0.9400
s820 23 93 0.7420
s832 23 94 0.7392
s838 67 75 0.9521
s953 45 76 0.8886
s1!96 32 113 0.8067
s1238 32 121 0.7950
s1423 91 20 0.9566
s1488 14 101 0.5821
s1494 14 100 0.5486
s5378 214 97 0.9704
s9234 247 105 0.9747
s13207 700 234 0.9899
s15850 611 95 0.9901

822 822 972 27
1899 1899 2132 52
936 936 960 16

3361 3361 3444 84
2933 2933 3498 106
10061 10061 10252 44
3745 3745 4200 84
6388 6388 6586 37
311 311 384 12

14757 14757 15111 73
402 402 513 27
299 299 391 23
260 260 312 13
265 265 312 23
476 476 600 25
477 477 819 63
468 468 576 24
1350 1350 1505 43
480 480 576 24
1061 1061 1350 54
838 838 1176 49
1046 1046 1134 21
1066 1066 1134 21
1587 1587 2139 93
1598 1598 2162 94
4784 4784 5025 75
3039 3039 3420 76
2917 2917 3616 113
3078 3078 3872 121
1741 1741 1820 20
823 823 1414 101
768 768 1400 100

20413 20413 20758 97
25278 25278 25935 105
162152 162152 163800 234
57472 57472 58045 95

a conventional test-per-scan scheme for these test
sets. The fractional reduction in tester memory
and testing time is given by 1-a. Further
compression can be achieved by applying run-
length coding (or other coding techniques) to the
encoded test set, with the corresponding overhead
of on-chip decoders. While the encoding procedure
reduces the tester memory (and thereby testing

time) in all cases, the comparison becomes more
striking when we examine the number of test
patterns applied to the core under test during this
period. The number of patterns applied to the core
(and hence the test rate) is increased several orders
of magnitude. The test quality is therefore signi-
ficantly improved due to the increased likelihood
of detecting non-modeled faults.
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We next compare the proposed method with the
compression/decompression method of [5]. The
compression reported in [5] is higher than that
obtained by us using compact test sets generated
by Mintest. However, the results reported in [5]
were obtained using test sets with a considerably
larger number of patterns. Since we do not have
access to the test sets used in [5], we carry out a
comparison using test sets generated by Atalanta
[13]. The sizes of the test sets generated by
Atalanta are similar to those used in [5], and the
compression achieved using by our method im-
proves significantly for the larger test sets, thereby
allowing a reasonable comparison.

Further compression can be expected by apply-
ing run-length coding to TE. The results in Table II
show that if the proposed encoding method is used
with Atalanta test sets, the tester memory is
reduced over [5] in a number of cases. More
importantly, the test-per-clock architecture allows
a much larger of patterns to be applied to the core
under test.
We next evaluate the proposed test-per-clock

method for partially-specified patterns (test cubes).
We first use test patterns obtained by instrument-
ing the Atalanta program, as well as test cubes
from the Mintest program developed at University

of Illinois. Table III shows that considerable test
compression (over 10X in many cases) is obtained
for all these test sets. The number of bits stored,
i.e., the size of the encoded test, is equal to the
testing time (in cycles). It is also equal to the
number of patterns applied to the core under test.

Surprisingly, these results also demonstrate that
test set compaction may not always be necessary
during automatic test pattern generation. We
compare the amount of test data obtained using
ATPG compaction to the amount of test data
obtained by encoding the partially-specified test
sets. (The amount of ATPG-compacted test data
for Mintest and Atalanta are obtained from Tables
II and III, respectively.) The circuits for which
encoding of test cubes leads to less test data are
shaded in Table III. We did not generate the
compacted test sets using Atalanta for the full-scan
versions of the ISCAS 89 circuits hence a com-
parison was not possible in this case.

Finally, we note that a >_ l/n, since the size of
the encoded test set is at least m bits. Quite
remarkably, this lower bound is nearly achieved
for several circuits in Table III. For example, for
s344 and s349, the lower bound on a is 0.0417.
Using the Mintest test sets, we obtain a-0.0437
and 0.0494, respectively.

TABLE II Comparison of TRC-based pattern generation for completely-specified Atalanta test sets with test-per-
scan method of [5]

Proposed method

Circuit rn a IZl

Testing
time

(cycles)

Test per scan [5]

No. of Testing No. of
patterns time patterns
applied m ITel (cycles) applied

c432 49 0.84 1489
c499 53 0.87 !898
c880 53 0.93 2956
c1355 84 0.85 2930
c1908 144 0.79 3791
c2670 103 0.97 23279
c3540 179 0.86 7678
c5315 122 0.95 20775
c6288 40 0.86 1100
c7552 215 0.96 42952

1489
1898
2956
2930
3791

23279
7678

20775
1100

42952

1489 59 1608 1608 59
1898 58 1449 1449 56
2956 80 3930 3930 80
2930 103 2910 2910 103
3791 130 3159 3159 130

23279 133 24405 24405 133
7678 198 7752 7752 198

20775 214 30501 30501 214
1100 36 912 912 36

42952 271 42528 42528 271
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TABLE III Experimental results (test-per-clock) for partially-specified test sets

Atalanta test sets Mintest test sets

No. of bits Amount of No. of bits
stored for test data stored for
proposed obtained proposed
encoding using ATPG encoding
method compaction m a method

Amount of
test data
obtained

using ATPG
compaction

c432 128
c499 93
c880 355
c1355 143
c1908 434
c2670 639
c3540
c6288 201
c5315 1213
c7552 845
s208 64
s298 93
s344 85
s349 85
s382 102
s386 102
s400 96
s420 129
s444 107
s510 103
s526 160
s641 200
s713 192
s820 195
s832 199
s838 257
s953 227
s1196 291
s1238 164
s1423 89
s1488 252
s1494 250
s5378
s9234
s13207
s15850

0.3273 1508 1764 211 0.2387
0.3913 1492 2173 114 0.6569
0.2605 5548 3180 406 0.1676
0.8136 4770 3444 198 0.6327
0.6919 9909 4752 262 0.5749
0.2652 39483 23999 775 0.1874

891 0.1306
0.5176 3329 1280 202 0.5680
0.3094 66789 21716 1552 0.2018
0.5030 87929 44505 1133 0.2929
0.2459 299 81 0.1391
0.0981 155 127 0.0649
0.1746 356 129 0.0437
0.1697 346 126 0.0494
0.1336 327 118 0.1035
0.3824 507 120 0.2231
0.1225 289 120 0.0796
0.2012 908 161 0.1321
0.1036 266 128 0.0889
0.2804 722 130 0.0687
0.1857 713 207 0.1045
0.0987 1065 231 0.1395
0.1396 1447 220 0.1398
0.2973 1333 253 0.1219
0.2740 1254 255 0.1252
0.1456 2506 319 0.1265
0.1513 1545 255 0.1309
0.1773 1651 346 0.3196
0.1916 1005 360 0.3431
0.1334 1080 524 0.1285
0.4159 1467 317 0.1370
0.2666 933 311 0.1282

1459 0.0827
1929 0.1584
3237 0.0634
3290 0.0779

1813 972
3070 2132
4082 640
5136 3444
4970 3498
33839 10252
5818 4203
3671 384

55748 6586
68694 15111

214 513
140 391
135 312
149 552
293 600
348 819
229 576
744 1505
273 576
223 1350
519 1176
1740 1134
1661 1134
709 2139
734 2162

2703 5025
1502 3420
3539 3616
3953 3872
6127 1820
608 1414
558 1400

25821 20758
75471 25935
143658 163800
156593 58045

4. CONCLUSIONS

We have presented a novel test vector compression
method and decompression architecture for em-
bedded core testing. These are based on the use of
a twisted-ring counter, which can operate in both
the shift and twist modes. The serial bit stream

that controls the operation of the counter
comprises the encoded test set. The proposed
method offers a number of important advan-
tages- significant test compression (over 10X in
many cases), less tester memory and reduced
testing time, the ability to use a slow tester without
compromising test quality or testing time, and
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no performance degradation for the core under
test.
The decompressed patterns are applied test-per-

clock, thereby applying a large number of patterns
to the core under test and increasing the likelihood
of detecting non-modeled faults. Experimental re-
suits for the ISCAS benchmark circuits demon-
strate that the proposed test architecture offers
an attractive solution to the problem of achieving
high test quality and low testing time with rela-
tively slower, low-cost testers. The experimen-
tal results also show that the encoded test sets
obtained from partially-specified test sets (test
cubes) are often smaller than the compacted test
sets generated by automatic test pattern generation
programs. The proposed scheme has a limitation
that it can be only applied to register based designs
such as the designs which employ built-in logic-
block observation (BILBO) registers.
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