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Abstract. The deployment of adaptive antennas at base stations considerably increases the spectral efficiency of 
wireless communication systems. To reduce the computational complexity and increase performance of space-time (ST) 
processing, processing may take place in reduced dimension, i.e.. pre-filtering takes place which is related to linear 
estimation theory based on second order statistics. To this end, long-term and short-term channel estimates are integrated 
into specific T a x  systems. In this article, we present a new ST rake structure for uplink reception in WCDMA which 
operates in reduced dimension. Accordingly, our approach combines short-term and long-term spatial and temporal 
channel properties using an eigenanalysis. By choosing dominant eigenbeams in time and space, the algorithm enhances 
interference suppression as well as spatial and tem!noral receive diversity. In contrast to previously introduced well-known 
receiver structures, the ST eigenrake inherently adapts to different propagation environments and achieves higher spectral 
efficiency than other receivers. This is illustrated by Monte-Carlo simulations. 

Then we extend the proposed concept to the downlink. The downlink eigenbeamformer improves closed-loop down- 
link diversity compared to other proposals in standardization (3GPP) which only exploit short-term channel properties. 
Even though the short-term feedback rate remains unchanged, additional antenna elements can be included to increase an- 
tenna and diversity gain. We also present a tracking solution to the downlink eigenbeamforming in WCDMA. To this end, 
we propose a distributed implementation of the eigenspace/-beam tracking at the mobile terminal and base station (BS), 
respectively. Moreover, the specific nature of the deployed tracking scheme offers an advantageous feedback signalling. 

1 INTRODUCTION 

The performance of digital mobile radio communica- 
tion systems is limited by fast fading and interference 
from co-channel users. Let us recall that fading in the 
mobile radio channel occurs in two different time scales 
and, accordingly, can be classified into two different cat- 
egories, namely short-term (small-scale, fast) fading and 
long-term (large-scale, slow) fading [ 11: 

0 Short-term fading is due to scattering andor reflec- 
tions of the transmitted signals by surrounding ob- 
jects. Short-term fading may cause rapid and large 
variations and is superimposed on top of long-term 
fading. Accordingly, the channel stays constant only 
during its coherence time. 

0 Long-term fading includes distance-related attenua- 
tion and slow shadow fading which is due to the ter- 

'Now with ARRAYCOM. San Jose, USA. 

rain, buildings, or other obstacles between transmit- 
ter and receiver. Long-term effects cause relatively 
slow variations of the (mean) signal as the mobile 
moves in space. 

Long-term fading is easily compensated by power con- 
trol [2], whereas both short-term fading and interference 
can be reduced by the use of antenna arrays at the base sta- 
tion with the appropriate signal processing, i.e., by combin- 
ing and interference suppression. Therefore, adaptive an- 
tennas are an important technology to meet the high spec- 
tral efficiency and quality requirements of third generation 
(3G) mobile radio systems. W-CDMA [3] which is based 
on DS-CDMA offers many degrees of freedom and, there- 
fore, an easy and flexible implementation of new and more 
sophisticated services. Since this air interface also seems to 
become the most important of all 3G interfaces, we focus 
on W-CDMA. Of course, eigenbearnforming concepts also 
apply to TDMA or OFDM systems. 
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In DS-CDMA systems using adaptive antennas, we 
have separation mechanisms in code and space. Our goal, 
therefore. is to support separation by code with separation 
in space when necessary, i.e., to use the degrees of free- 
dom for beamforming efficiently. To this end, we can use 
optimum combining [4] in  space and time which is equiv- 
alent with a ST Wiener filter or the ST MMSE approach, 
cf. also [5, 6. 71. If the channel estimate is accurate, this 
approach is the best single-user linear detector' in terms of 
bi t-error-ratio (BER). However, in DS-CDMA systems, the 
channel estimate of the weak taps typically is not accurate 
and, if the channel consists of many taps and several anten- 
nas, the measurement covariance matrices and the Wiener 
Hopf equations become rather large leading to a large com- 
putational complexity. 

Two other well-known ST receiver structures for DS- 
CDMA systems are less computationally complex: the 
beamformer rake [9, 10, 61 and the maxirnum-ratio- 
combining (MRC) ST rake [5, 61. Both receiver structures 
use the long-term temporal channel properties to select the 
dominant temporal taps or rake fingers with a conventional 
rake searcher. Based on these rake fingers. the MRC ST 
rake performs MRC in space whereas the beamformer rake 
determines the long-term spatial covariance matrices cor- 
responding to the rake fingers arid applies a spatial eigen- 
filter [ 11, 12, 101 to each of these taps, i.e. the dominant 
eigenvector is used for beamforming. In spatially coherent 
scenarios the beamformer rake shows a good performance. 
Since the long-term spatial covariance matrices can be es- 
timated over many taps, the spatial filters are accurately es- 
timated and, accordingly, ful l  antenna gain is available for 
short-term channel estimation and symbol detection. How- 
ever, if the scenario is spatially selective, performance de- 
grades because spatial diversity is not available since only 
the strongest eigenvector is considered and, moreover, the 
strongest eigenvector will respresent only a small part of 
the power of the corresponding channel tap. The perfor- 
mance of the MRC ST rake is opposite. Performance is 
bad for spatially coherent scenarios due to a degraded chan- 
nel estimation. On the other hand, performance is good in 
spatially selective scenarios compared to the beamformer 
rake, since spatial diversity is exploited. Note. moreover, 
that the MRC ST rake does not consider colored interfer- 
ence. In this work, we discuss a space-time rake receiver 
structure, namely the space-time eigenrake, which avoids 
these disadvantages and outperforms previously discussed 
rake receivers at modest computational complexity by ef- 
fectively expoiting the short-term and long-term channel 
properties in space and time. Moreover it has been shown 
that the space-time eigenrake matches the performance of 
the maximum-likelihood detector in reduced dimension, 

'Multi-user detection (MUD) schemes [8] a= not c o n s i d e d  in the 
sequel. MUD schemes have limited influence on the spectral efficiency 
of the system considering uplink and downlink jointly since the down- 
link is the bottleneck in WCDMA and MUD applies only in the uplink. 
Moreover. intercell interference is not suppressed and the computational 
complexity is very large especially if many users shim the same channel. 

i f  the low-rank radio channel is characterized by spatio- 
temporal taps which are disjoint both in  space and time 
[13], cf. [141. 

In the next step, we extend the concept of the space- 
time eigenrake to the downlink. On the downlink, the spa- 
tial processin$ is carried out prior to transmission and, 
therefore, before the signal encounters the channel. This 
considerably differs from uplink processing with adaptive 
antennas, where the spatial processing is performed after 
the channel has affected the signal. Clearly, the objective is 
to obtain an accurate short-term downlink channel estimate 
at the base station to be able to do downlink processing. In 
this work, we focus on feedback from the mobile terminal. 
However, the limited reciprocity between uplink and down- 
link in FDD systems [7, 151 which is restricted to long- 
term channel properties can be exploited as well. Con- 
sequently, various closed-loop Tx diversity concepts have 
been suggested in standardization (3GPP) for 2.4,  and > 4 
antenna elements, respectively, which solely exploit short- 
term channel fluctuations [16. 171 or both consider short- 
term and long-term (spatial) channel properties [ I B ,  19,7]. 
The latter has become known as the downlink eigenbeam- 
forming concept, which is based on a principal component 
analysis of the long-term spatial covariance matrices of the 
radio channel [ 18. 19.20,21]. 

This paper is organized as follows. After briefly re- 
viewing several processing schemes in Section 2 in re- 
duced dimension, we motivate the eigenbeamforming con- 
cept. Then eigenbeamforming is applied to the space- 
time receiver structure for the uplink in Section 3 and the 
performance is validated by Monte-Carlo simulations. In 
Section 4, we apply the eigenbeamforming concept to the 
downlink and show simulation results. Finally, Section 4.3 
presents the tracking solution to the downlink eigenbeam- 
forming and explains the specific nature of the deployed 
tracking scheme which offers an advantageous feedback 
signalling. 

2 REDUCED DIMENSION PROCESSING 

The main difference between previous proposals for re- 
duced dimension processing and eigenbeamforming is that 
previous proposals do not exploit the long-term channel in- 
formation and, therefore, are not using all available infor- 
mation. We will briefly review existing proposals before 
motivating eigenbeamforming. 

Typically, reduced dimension processing helps solve 
linear equations more efficiently. In general, the short-term 
weight vector for data detection is obtained with a MMSE 
approach (Wiener filter, optimum combining) in CDMA 

'In the sequel, downlink ST processing is separated between ba..e sta- 
tion (BS) and mobile terminal, m p .  mobile terminal. i.e., spatial process- 
ing takes place at the BS and a conventional rake receiver performs tem- 
poral processing at the mobile terminal. 
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systems. The Wiener-Hopf equation in the space-time do- 
main yields 

where / Z ‘ ~ ~ ’ .  K F ’ .  and dST) denote the channel esti- 
mate, the short-term measurement covariance matrix, and 
the weight vector, all in space and time. Moreover, Jf is the 
number of antenna elements and denotes the number of 
temporal taps. Due to the high chiprate in DS-CDMA sys- 
tems compared with the symbol rate in  GSM, the channel 
length in samples can be large. If, for instance, .If = 8 
antennas and N ,  = 20 samples hold, we have 160 equa- 
tions which have to be solved slotwise. In addition, the 
short-term measurement covariance matrix of dimension 
lG0 x 160 has to be estimated correctly, for instance, by 
using a sliding window. 

There are several methods to solve ( I )  in reduced di- 
mension. In [22], we have introduced the space-frequency 
rake and applied it in the W-CDMA context. To this end, 
(1) is transformed into the space-frequency domain and 
weak frequency taps are dropped. Compared to the joint 
space-time rake4 performance gains are obtained only if 
oversampling takes place in time. Dimension reduction can 
be achieved in the spatial domain by performing a transfor- 
mation into beamspace and dropping weak beams. Alter- 
natively. (1) can be solved by using the auxiliary vector 
method [23] or the multistage Wiener filter approach [24] 
or iteratively by performing Gauss-Seidel iterations [25]. 
Several dimension reduction techniques are also discussed 
in [26] with a focus on reducing computational complexity 
for parameter estimation. 

To motivate the eigenbeamforming concept, character- 
istics of the conventional time-only rake [27] are briefly 
discussed. The complete short-term channel estimate in 
time h(T)(i) E CNd (of one antenna) can be obtained by 
correlation with the pilot sequence which is part of the con- 
trol channel. Here, i and Nd denote the slot number and the 
maximum delay spread in samples, respectively. If h‘“( i )  
is wide-sense-stationary (WSS) [28], the long-term tempo- 
ral signal covariance matrix equals 

Since uncorrelated scattering (US) [28] is assumed, @) 

is diagonal and the contributions of temporal taps (rake 
fingers) selected for further processing steps are uncorre- 
lated. More precisely, correlation between adjacent sam- 
ples also depends on oversampling and on the chosen chip 
waveform. Therefore, adjacent taps are not selected by the 
rake searcher in case of an oversampling factor of ‘If, = 2. 
An example of a temporal covariance matrix is given in 
Figure I .  The correlations and, therefore, the computa- 
tional complexity for short-term processing, which com- 
prises short-term channel estimation and data detection, are 

ruke is a synonym for the ST MMSE ST Wiener filter. etc. 
4Note. that in the sequel the notation joint spuce-tinre rcrte or joiirt ST 

reduced considerably by taking into account only the dom- 
inant temporal taps. The selection of the dominant taps can 
occur in the long-term which means that operations may be 
spread over several slots and computational effort is very 
low. Moreover, data detection is improved since channel 
estimation of weak temporal taps is unreliable. 

We would like to do something similar in space. Recall 
that the beamformer rake uses an eigenfilter for each dom- 
inant temporal tap which selects only the dominant eigen- 
vector. Therefore, the diversity order obtained in space 
cannot exceed one and performance degrades in spatially 
selective scenarios. On the other hand, the maximum ratio 
combiner in space exploits spatial diversity but channel es- 
timation deteriorates in spatially highly correlated scenar- 
ios in comparison to the eigenfilter approach. An example 
of a spatial covariance matrix is plotted in Figure I illus- 
trating that we cannot simply drop the outputs of antenna 
elements. The spatial channel estimates hcs) (i) (for one 
temporal tap) are correlated for most scenarios. The entries 
of the long-term spatial correlation matrix, 

(3)  

depend on the spatial distribution of wave incidence power 
for the given temporal tap. Clearly, in contrast to dropping 
temporal taps, it is not recommendable to drop the output of 
some of the antenna elements to increase performance and 
reduce complexity. However, a similar approach can be 
applied after performing a transformation of spatial mea- 
surements. In order to find a suitable transformation, let us 
state two major goals: 

0 The transformed outputs should be as uncorrelated 
as possible in terms of the desired signal in order to 
maximize the diversity gain using a small number of 
spatial filters. 

0 The spread of the mean (long-term) signal to interfer- 
ence and noise ratio (SINR) of the transformed out- 
puts should be maximized to maximize the interfer- 
ence suppression for a small number of spatial filters. 

These goals are jointly optimized by carrying out a gen- 
eralized eigenvalue decomposition of the long-term spatial 
correlation matrices’, 

where 

denotes the eigenvectors and the diagonal matrix A con- 
tains the corresponding eigenvalues. The sparinl rake 

sNote that R$ is estimated by avenging over the outer product of 
the spatial snapshots given by z( t ) ,  cf. (5). Since the signal of interest is 
significantly weaker than the sum of interfering signals in W-CDMA. i t  is 
not necessary to extract the signal part. 

Vol. 12, No. 5 ,  September-October2001 367 



C. Brunner, W. Utschick. J.A. Nossek 

tong-term temporal signal wvanance matrix 

long-term spatial signal covariance matrix 

Figiire I :  Structure of a long-term temporaljor a picocellrilar environment with an oversampling factor of A& = 2 (le3) and a long- 
term spatial signal covariance matrir for a freqiiencjflat scenario with nti nngrilnr spreadof 70' received with o UL4 with 
M = 13 antenna elements (right). 

searcher selects the eigenvectors belonging to the dominant 
eigenvalues which serve as spatial filters. Thus, similarly 
to selecting dominant temporal taps whilst neglecting oth- 
ers, the spatial dimension is reduced from the number of 
antenna elements to the number of selected eigenvalues'. 

The spatial eigenrake can easily be extended to fre- 
quency selective channels. To this end, spatial processing 
as described above is performed for each dominant tempo- 
ral tap. Recall that the temporal taps are uncorrelated due 
to the US-assumption and, therefore, the output of spatial 
filters which apply to different temporal taps (which are 
separated by at least one chip duration) are uncorrelated as 
well. In Figure 2, the long-term spatial eigenvalues of four 
temporal taps are plotted for a spatially selective scenario. 
Accordingly, the four largest eigenvalues belong to the first 
two temporal taps. Therefore, if the receiver is restricted 
to four rake fingers, in the present scenario these would be 
applied to the first two taps only by using the two corre- 
sponding eigenvecton for each tap as spatial filters. (In 
contrast, the beamformer rake would deploy one rake fin- 
ger per temporal stage and use the dominant eigenvector of 
this temporal stage only.) 

By taking into account the long-term spatio-temporal 
structure of the mobile radio channel, short-term process- 
ing is improved with respect to accuracy of the (com- 
pressed) spatio-temporal channel estimate and with respect 
to the computational complexity. In general, a significant 
reduction in dimension can be achieved depending on the 
long-term properties of the mobile radio channel. 

6h other words. modelling the radio channel by its low-nnk approxi- 
mation. 

3 UPLINK PROCESSING: EIGENRAKE 

3.1 CHANNEL AND SIGNAL MODEL 

We assume that the narrowband assumption holds. In 
this case, each wavefront arriving at different antenna el- 
ements can be characterized by a phase shift. Hence, the 
baseband representation of the M x 1 array snapshot vec- 
tor z ( t )  containing the outputs of each of the Ad antenna 
elements after the channel filter at time t is modeled as 

where u ( p , ) ,  ri, and <, denote the steering vector, the de- 
lay, and the complex amplitude of each wavefront. respec- 
tively. Furthermore, L is the number of impinging wave. 
fronts and the convolution operator is denoted by *. The 
subscript i denotes the wavefront and the index k denotes 
the user. We have omitted the index k = 1 for the parame- 
ters of the user of interest. For instance, the steering vector 
of the i-th wavefront would cornspond to 

in case of a uniform linear array (ULA) with omnidirec- 
tional antenna elements. Here pi = w 4 where w. A, and c 
denote the frequency, the antenna element spacing. and the 
speed of light, respectively. 

In the uplink, data and control channel are mapped to 
the I and Q branches and the baseband signal corresponds 
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, J eiqenvalues of long-term spatial signal covariance matrices 

taps in spatial and temporal dimension 

,04 eigenvalues of long-term spatial signal covariance matrices 
3 1 

2 3 4 
taps in spatial and temporal dlmension 

Figure 2 :  The lefi plot shows lorig-term spatial eigemalues of 4 temporal taps for a spatially non-selective scenario (rural). 011 die 
right, the long-term eigenspectra is plotted for a spatially selective scenario (picocellular) for 4 temporals taps. 

to 
s ( f )  = 0 . s d t )  + j . s c ( t ) ,  (6 )  

where j3 denotes the power of the DPDCH' in relation to 
the DPCCH*. Moreover, W-CDMA uses a chip waveform, 
p ( t ) ,  characterized by a square-root raised cosine spectrum 
with a rolloff factor of ct = 0.22. Accordingly, the base- 
band signal of a data channel equals 

m 

!=--lo 

QD 

q=l 

where the chip rate is l/Tc = 3.84 Mchipsls. Moreover, 
the spreading code of the DPDCH, zD(t), is of length TD = 
QDT, and is composed of QD chips dq) E (-1, l}, 
1 5 p 5 QD. The carrier is modulated by BPSK symbols, 
namely b:') E { -1,l). 

3.2 EIGENRAKE 

The structure of the space-time eigenrake resulting 
from the dimension reduction concept described in Sec- 
tion 2 is depicted in Figure 3. In notational terms, the over- 
all procedure can be put in the following form. We con- 
struct a spatial compression matrix from the spatial filters 
selected by the space-time rake searcher according to 

'Dedicated Physical Data Channel. 
*Dedicated Physical Control Channel. 

Likewise, we can construct a temporal compression matrix 
c(T) E R A ' ~  X i\'f . All entries of n-th column of C('' are 
"O"s, except for a single "1" at the position of the n-th tem- 
poral rake finger. This position is associated with a spatial 
filter and is determined by the space-time rake searcher. 
Then the compressed space-time vectors before and @er 
the correlator are defined as 

} 9 (10) %.c) = diag C(S),H.yJ(L)C(TT) { 
h, = diag { C(S)pHxJ(')C(T) 1 , (1 1) 

where the rows of the data matrices ,I' E and 
X E x N  contain the spatial snapshots ~ ( t )  and h(t)  
sampled at MC times the chip rate l/Tc before and offer 
the (pilot) correlator, respectively. Moreover, a temporal 
selection matrix 

1 O(1- 1) x N,i 
J(')  = 1 N d x . V ~  [ o( N - I  - Na f 1) x ,Vd 

is applied to the correlator output 31 such that '?fJ(') E 
C"'" Nd contains all multipath components. The short-term 
compressed measurement covariance matrix equals 

K X , ~  = mean { zit) . z! ' ) ,~} . (12) 

Note that 1 is limited to the spatial snapshots within the 
time coherence of the channel. Assuming that the chan- 
nel stays approximately constant for at least one slot, the 
compressed space-time weight vector wisT) can be found 
by solving h, = K X , ~ W ~ ' ~ ) .  Interference suppression in 
the short term supports interference suppression in the long 
term especially if, for instance, eigenbeams belonging to 
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Figure 3: Structure of the space-time eigenrake. 

different temporal taps are based on wavefronts with sim- 
ilar directions of arrival. In this case, short-term temporal 
correlations are exploited to reduce interference. 

In real systems, the WSS ixsumption does not hold. 
Therefore, we use a forgetting factor p which, in the ex- 
ample below, is applied to the long-term spatial signal co- 
variance matrix of the n-th tap 

(13) 

Typically, the forgetting factor lies between 0.99 5 p 5 
0.999 depending on the scenario (velocity and positions 
of users, scatterers, and base). Accordingly, long-term 
processing can be spread over many slots since the up- 
date described in (13) has to be done only once per frame 
(=15 slots) or even less frequently and, therefore, is com- 
putationally not complex. Note that the eigenrake corre- 
sponds to a decoupled space-time rake for p = 0. Notice. 
moreover. that for a small p or for a slowly changing chan- 
nel, long-term and short-term channel properties are mixed 
within €2,, . 

RLs) + pRis) + (1 - p)his)hLs),H E c-lfx.‘f . 

3.3 SIMULATION RESULTS 

Our performance measure is the raw bit error ra- 
tio (BER) of data channel (DPDCH) symbols. Voice ser- 
vice with a spreading factor of QD = 128 in the data chan- 
nel has a correlation gain of 21 dB and is supposed to be 
only 3 dB above the noise and interference level after cor- 
relation. This is sufficient for a raw BER lower than 10% 
using BPSK [27]. A raw BER of approximately 10% is re- 
quired to ensure a sufficient BER after decoding for voice 
service in the uplink of W-CDMA. Moreover, power con- 
trol is performed slotwise. For simplicity, power control 
is not based on the output SINR at the mobile receivers 
but on the received signal power at each antenna element. 

370 

Adaption is performed exactly instead of taking place in 
steps of, for instance, 1 dB. In the simulations based on 
the rural environment, we assumed a service mix of 1:2.5 
between strong high data-rate interferers and weak voice 
interferers which have a spreading factor in the data chan- 
nel of QD = 8 and QD = 128, respectively. To compensate 
for the correlation gains, the power of the data channel of 
the high data-rate interferers is received 16 times the power 
of the data channel of the voice interferers. The spread- 
ing factor in the control channel equals QC = 256 and 
Np = G pilot symbols per slot are provided for channel 
estimation. Further simulation parameters are chosen as 
follows. We used a uniform linear array (ULA) with om- 
nidirectional antenna elements and an antenna distance of 
A = 0.5& where A, denotes the carrier wavelength and 
an oversampling factor of :Zr, = 2. The user of interest 
is characterized by 9 = 2, cf. (6) ,  and QD = 128. The 
forgetting factor used to average the long-term spatial co- 
variance matrices required by the beamformer rake and the 
ST eigenrake is set to p = 0.999, cf. (13). Recall that the 
closer the forgetting factor approaches 1, the less computa- 
tional complexity is involved in long-term processing since 
the long-term processing steps can be spread over many 
frames. To reduce simulation time, the weak voice inter- 
ferers are modeled as spatially and temporally white noise 
which is passed through a channel filter before it is added 
to the channel. 

Let us continue with a list of the receiver structures 
which are compared: MRC ST rake, joint space-time rake, 
beamformer rake, and space-time eigenrake. We have mod- 
ified the MRC space-time rake to consider only the domi- 
nant temporal taps. The simulation time equals 500 ms, the 
channel estimate is performed using the pilot sequence of 
the current slot, and Nf = 3 rake fingers are selected’. 

Y’Ihe MRC ST rake generates as many diversity branches as antenna 
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service mix: 24 high-rate, 60 speech interferers 
1 oo 1 I I ! I 1 

. . - - - 
- _. '0. . . 

T -  - -  - - - - - I  - - - joint ST rake (imperfect channel estimate) 

- -  
- d-. - '.* .. .. .. .. .. 

8 . . ' .I STeigenrake 
' .- . . . limperfect channel estimate) 

ST eigenrake 
(perfect channel estimate) 

. Q. 
.. '0. .- 

*.A 

/ 
. . . . . . . 
' .  

joint ST rake 
(perfect channel estimate) 

I I I I 
2 4 6 8 10 12 

1 04' 

number of antsnna elements M 

Figure 4:  Rurd environment: The interference is characterized by 24 strong mid 60 weak users. We compare the performarice of the 
space-time eigenrake and the joint space-time rake for a perfect channel estimate arid a channel estimate obtained with the 
pilot sequence of the crirrerirslot. 

In Figure 4, we compare the performance of the space- 
time eigenrake and the joint space-time rake for a perfect 
channel estimate and a channel estimate using the pilot 
sequence of the current slot. The performance of these 
schemes is lower bounded by the joint space-time rake us- 
ing a perfect channel estimate. In this case, the degrees 
of freedom are used as efficiently as possible. The eigen- 
rake using a perfect channel estimate performs only slightly 
worse. However, the distance with respect to the perfor- 
mance of the joint space-time rake with perfect channel es- 
timates increases with an increaqing number of antenna ele- 
ments since the dimension of short-term processing within 
the eigenrake stays constant at Nf due to a fixed number of 
Nf spatio-temporal rake fingers. Note that the eigenrake us- 
ing the channel estimate obtained with the pilot sequence 
of the current slot performs only slightly worse than the 
receiver structures with a perfect channel estimate. This 
means that the long-term processing of the eigenrake is 
able to improve the reduced-dimension short-term chan- 
nel estimate considerably. Moreover, the performance of 
the eigenrakes with and without perfect channel estimate 
converges since the channel estimate based on one slot 
improves with increasing antenna gain. Finally, the joint 
space-time rake using the channel estimate based on the 
pilot sequence of the current slot performs considerably 

elements times temporal nke fingers. AI . Nf. whereas beamformer and 
eigennke limit the number of branches to h e  numberof rake fingers fvf. 

worse than any of the other receivers. 

Figure 5 presents different rake receiver structures both 
in a rural environment and in a pic0 environment. Whereas 
the radio channel of a rural scenario is characterized by 
high spatial correlations, the spatial correlations in pic0 
scenarios is Iow'O. Consequently, in case of high spatial 
correlations (rural scenario) the ST eigenrake and beam- 
former rake perform similar since the eigenvectors chosen 
are the s'me". The MRC ST rake and joint ST rake fail 
due to their erroneous channel estimates which are the con- 
sequence of the excessive number of parameters. Other- 
wise, in case of low spatial correlations (pic0 scenario), 
now the ST eigenrake and MRC ST rake have similar per- 
formance since the eigenrake is capable to exploit more 
than one eigenvektor per temporal tap. Accordingly, the 
beamformer rake degrades. Here, the case rzI = 1 in Fig- 
ure 5 denotes the reference case of using one antenna ele- 
ment. 

'O'Ike spatial selectivity of both types of radio channels behaves vice 

"The ST eigennke slightly shows better results due to optimum short- 
versa. 

term processing- optimum combining instead of MRC. 

Vol. 12, No. 5, September-October 2001 37 1 



C. Brunner, W. Utschick, J.A. Nossek 

loo r 3 
' MAC ST rake 
: jointSTrake // 

- - - - - - +  - - - - - - -  

10-1 .- .., ' . . . . .  .... . . . .  .. .. . . .., , ,...,... . . . . . , . ._.  ,.,.. , . .... 
/.- 

- - * -  
- 4 -  

a .as--- -= --------e----- 

w f' .*' m ,  />< 
/). 

beamformer rake 
1 
e /; .-,, ..; 

ST dgmrake 
1 o-f 

i 

t 1 

M=4 antennas 

loo k 
- - - - - - - _ _ _ _ _ _ _  - ------. -3--., 

- _ _  - _  M=l - _  - _  - - -  - - - _  -o---- . -:-. ~ 

--. 
.... ~ ~ --.. - -  - _  +. 

%. 
-.. 

\... 
beamformer rake 

MRC ST rake /-: 
ST eigenrake 

a 
W m 
1 e \ 

I 
14 16 18 20 22 24 -30 -28 -26 -24 -22 
3 2  10-31 -j 

senrice mix: L of high-rate intetierers (with 2.5~ as many speech interterers), SIR [dB] (unstructured) 

Figure 5:  top: simulation results rural (1Vf = 3). down: simulation results picocellular (IVf = 4) 

4 DOWNLINK PROCESSING: DOWNLINK 
EIGENBEAMFORMER 

4.1 C H A N N E L  A N D  S l G N A L  M O D E L  

The baseband representation of the scalar snapshot 
value z( t )  at the mobile containing the weighted sum of 
transmit signals from the M antenna elements at the BS 
after the channel filter is modelled as 

:Vr 

c ( t )  = c u r ( S ) % p s ( t  - rn), (14) 
n = l  

when la!,'), d S ) x H ,  and r, denote the short-term spatial 
channel impulse response, the selected eigenbeam, and the 
delay of the n-th tap. Furthermore, Nf equals the number 
of dominant temporal channel taps, i.e. in (14) a dimen- 
sion reduction in terms of temporal channel taps has alread 
taken place. 

Moreover, the spatial channel impulse response for the 
n-th tap la!:) can be modelled according to [29,30] 

To this end, RF,it denotes the Cholesky decomposition of 
the long-term spatial correlation matrix RC,\ which con- 
tains the correlations between antennas for the n-th tap, 
and the vector gn(t) describes a normalized zero-mean 
Gaussian fading process with Jakes power density spec- 
trum, cf. [311. 

In the downlink, the DPDCH and DPCCH are time- 
multiplexed instead of code-multiplexed as in the uplink. 
In addition to user dedicated pilot symbols which are op- 
tionally transmitted within the DPCCH to enable an accu- 
rate channel estimation if adaptive antennas and downlink 
beamforming schemes are employed. an omnidirectional 

pilot channel is broadcasted in the downlink. To enable 
spatial downlink channel estimation, e.g. hks) and Rf,),,, 
at the mobile, orthogonal pilot sequences must be trans- 
mitted from each antenna element at the BS if an antenna 
array is available at the BS. Orthogonal pilot sequences for 
two antenna elements are defined in the current W-CDMA 
standard. 

For the sake of notational simplicity, we assume that the 
power and spreading codes are identical for the DPDCH 
and the DPCCH of each mobile. i.e., Q = QD = Qc holds. 
Again, scrambling is not included in the notation. Then the 
downlink baseband signal in the dedicated physical channel 
corresponds to 

Sen" ( t  ) 

q= 1 

The spreading code, : ( t ) ,  is of length T = QT, and is 
composed of Q chips dq) E {-1, l}, 1 5 q 5 Q. The 
canier is modulated by QPSK symbols, namely b(!) E 
{ 1, j, - 1, -j}. Notice that downlink transmission is syn- 
chronized on the symbol level to exploit the orthogonality 
of the OVSF codes which are used as spreading codes'*. 

4.2 DOWNLINK EIGENBEAMFORMER 

The general idea behind the downlink eigenbeam- 
former is a decorrelation of (spatial) diversity branches to 
achieve a reduction in dimension for subsequent short-term 
processing and an improved short-term channel estimate at 

I2There are severe restrictions to which OVSF codes can be used in the 
downlink since separation is achieved by the spreading codes and not by 
the scramblingcodes Y on the uplink. 
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I- 
orthogona I 

common pilot sequences \ 

. .  .................................. 

t - long-term downlink feedback (dominant eigenbeams) 
- short-term downlink feedback (selected eigenbeam) 

Figure 6: Structure of the downlink eigenbeamformer using long-term and short-term feedback. 

the mobile terminal enabled by an increase in diversity and 
antenna gain and interference suppression. To this end, the 
eigenvectors or eigenbearns of the long-term spatial covari- 
ance matrices with the largest eigenvalues (largest average 
SNR) are determined and fed back step by step to the base 
station. This process takes place on the same time scale 
as the physical terminal movement. Accordingly, required 
operations at the mobile terminal as well as required feed- 
back bits are distributed over a very large number of slots. 
In addition, a short-term selection between the eigenbearns 
is carried out at the terminal to account for fast fading and 
is fed back. Thus, one is able to efficiently address a large 
number of i2.I antenna elements by having the terminal se- 
lect one out of a reduced set of Nf eigenbeams, cf. reduc- 
tion in dimension, and feed back this information to the 
BS. In other words, the downlink eigenbeamformer resem- 
bles a switching diversity concept on top of the low-rank 
approximated radio channel. The structure of the downlink 
eigenbeamformer is depicted in Figure 6. 

In has been demonstrated that the downlink eigenbeam- 
former is a valuable candidate to outperform competing 
closed-loop Tx diversity concepts both in macro cell and 
micro cell environments [32,331. 

The computation of the dominant eigenvectors w&s' E 
C"' comprises the estimation and the PCA of the long-term 

(S)  spatial covariance matrix R, : 

where W(') = [ w?) w\') . . .  
and A = diag [ XI A? ... A f i ~  ] E CMxA" denote 
the matrices of eigenvectors and eigenvalues, respectively. 

At first, the estimation of long-term spatial covariance 
matrices (second order statistics) requires orthogonal pi- 
lot sequences transmitted from each BS antenna element. 
Since the second order statistics of the signals change 
slowly over time, a forgetting factor p is used which, in the 
example below, is applied to the long-term spatial signal 
covariance matrix as follows: 

n=l 

In contrast to (13), the long-term spatial covariance matri- 
ces of the dominant temporal taps are averaged before the 
decomposition. This is required since a signal transmitted 
at the base station in general affects more than one temporal 
tap at the mobile terminal re~eiver '~.  

')The vector wy) aims at maximizing the accumulated ratios 

to the transmitted power from the BS to the mobile. " 
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- long-term downlink feedbad (dominant eigenkamr) 

{.  . . ,e,,,, . . .I 1 
Figure 7: Illustration of the distributed implementation of the eigetrspace tracking. 

4.3 SUBSPACE TRACKING FOR DOWNLINK EIGEN- 
BEAMFORMER 

Even if the rate of updating the long-term estimates 
of channel properties is not demanding. the efficiency of 
any closed-loop Tx diversity concept depends on two vi- 
tal items: (i) the amount of required feedback information 
per time and ( i i )  computational and numerical effort spent 
at the mobile terminal. To this end, we deploy a recently 
proposed subspace tracking technique [34] for tracking the 
eigenbeams which accomplishes both requirements. 

The new tracking algorithm resumes the tradition of es- 
timating subspaces by the solution of an unconstrained op- 
timization problem I35.361. Resuming the ideas of [36], it 
has been shown in [34] that the objective function 

J ( 9 )  2 - E [ z H O P 9 " s ]  

= -tr [WLs)-H9HE [zzH] QW;')] 

(30) = - t r [ ~  H R, ( 5 )  v ] ,  

with the projection matrix P = WbS)WLs18H E "" 

and V = ipWf) E C" x d ,  attains its global minimum at 
9' if and only if 

V' = 9'w;S' = w(S,'e N ,  (21) 

where WE: is the matrix of the eigenvectors of the :Vf 

largest eigenvalues of R?). Here, the matrices 6 E 
C" and e E CNf xNf are unitary rotation matrices. 

It turns out that the iterative minimization of J( 9) con- 
siderably benefits from an alternative parameterization of 
ip .  To this end, 9 is denoted as the product of elementary 
rotation m a t r i ~ e s ' ~ ,  (cf. 22). where k = M - 1, . . . , 1 and 

"In the case of hi = 4 antenna elements, the parameterization of the 
unitary rotation mavix reads = r . . . 02,4 . C g 1 s 2  . 
9 1 . 3  . 9 1 . 4 ,  

c = k + 1,. . . , AI. 
The O"' are Givens rotation matrices with the charac- 

teristic entries at (k. k). (k, t'), (t,  k), and ( t ,  t), i.e. the 
defining submatrix, the Givens rotor G"' E R2x2 , is ' equal 
to 

G k , t  fi [ +cos (ek , c )  -sin(&.,!) 
+ sin(&,t) + c o s ( 8 k , ~ )  

The rescaling matrix I? is given by 

I? = A diag " del, de3 , .  . . . , (24) 

Hereby, the parameterization of @ and thus, regardless of 

which equals the subspace of dominant eigenbeams re- 
quires v elements. Note, that all 0 are real-valued 
and only take values from [--H, +-H[ and [-$, +%[ 15. 

Obviously, the tracking of the dominant eigenbeams is 
closely related to the tracking of the parameters 8: 

the dimension Nf,  the parameterization of span 

65 
e G - 6 - p -  ae 

where the constitute the gradient of J. It has been 
shown that the partial differentials can be obtained as a 
rather straightforward function16 of P and Rf . 

"For more readability the indiceiof f7k,t and 6 k  M generally omitted. 
%iven the objective function 

it has been shown that. 
in the case of L # C. the pMid differentials of J can be derived 
by 

whereas in the case of k = 1 
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n 
( 2 2 )  

= r . 6 ~ i ~ - i , l t r  . 6.\r-?,Avf-i , (P.w-?,nr . . . + k , e  , . . 6 ~ , ~ r - i  . 6 i ~ n i  

Consequently, for all 6 the update of the matrices 0, 
V. and P are equal to 

respectively. In spite of the complex nature of the algo- 
rithm, the total update of one iteration cycle requires only 
3dl?iVf complex multiplications" , i.e. considering a 4- 
antenna-Tx concept and Nf = 2 it takes 96 complex multi- 
plications to compute one update cycle. 

Although the column vectors v of the matrix V consti- 
tute the eigenspace of the dominant eigenbeams, the vec- 
tors V are not fully decorrelated. Therefore, if perfect 
decorrelation of channels is a must, a further decorrelation 
step by means of the unitary rotation matrix is performed 
by 

w::; t V*H (29) 

which directly results from (21). The matrix 9 again can 
be parameterized and estimated very likely as a. however 
at the lower dimension Nf < -44. Consequently, in the 
sequel we distinguish between parameters 6a and 60 .  

Note, that J ( 0 )  is invariant to short-term fluctuations 
of the estimates of R f ) .  Accordingly, the proposed 
scheme of separating the eigenbeam tracking in rotations 
of (P and !@ allows to reduce the forgetting factor p with- 
out giving up the access to the long-term characteristics of 
the channel. 

Long/Short-Term Feedback 

The nature of the proposed eigenbeam tracking algo- 
rithms ditto offers an alternative concept for the feedback 
of the eigenbeams from the mobile to BS. To this end. in- 
stead of directly communicating the eigenvectors via the 
closed-loop feedback channel, we propose to transmit the 
increments of the parameters 0. 

The general idea behind this feedback concept is based 
on a distributed implementation of the eigenspacd-beam 
tracking, cf. Figure 7. Accordingly, the tracking of the 
parameters 0e (25) and is iteratively performed at the 
mobile, however the tracking of the eigenspace V (27) and 
the eigenbeams W, (S) (29), respectively, is accomplished 

Here, the V(k) and Y(f) denote the k-th row-vector and the I-th col- 
umn vector of the matnces V and Y. where the latter is defined as 

= VHR$). Note, that the partial differentials are taken at 8k,l = 0 
and 6k = 0, respectively. 

"Computation of Y and the gradient, and updating the projection ma- 
trix (28) requires M2Nf. M ( M  - 1)Nf + M N f ,  and M(M - 1)Nf + 
M N f  complex multiplications, respectively. For DSP implementations of 
the proposed method we refer to [37,38]. 

at the BS'*. Hereby, the size of the feedback signalling is 
solely determined by the number of parameters according 
to 6, i.e. 7 "'("+') incremental rotation angles 19. 

The proposed feedback signalling would offer a num- 
ber of beneficial factors: 

a 

a 

a 

a 

4.4 

The numerical complexity of the tracking algorithm 
is lower or equal than for standard techniques [38]. 

The amount of feedback signalling is independent of 
the number of dominant eigenbeams N f ,  cf. Table 1. 

The choice between updating 6 and 9 enables to 
differentiate between estimation of long-term and 
short-term properties of the spatially correlated fad- 
ing channel. 

Although the increase of required parameters grows 
quadratic with the number of antenna elements in- 
stead of the linear increase with standard feedback 
of eigenvectors, the size of feedback signalling for 
realistic implementations is even lower, cf. Table 1. 

Since the proposed subspace tracking algorithm con- 
verges very rapidly to the true eigenspace, the initial- 
ization of eigenbeams at the BS is not required [34]. 

The subspace tracking algorithm is more robust 
against erroneous feedback information, cf. 8. 

The feedback format is compatible to the parameteri- 
zation aligned to CORDIC'' based processor arrays, 
and is thus highly suitable for VLSI implementations 
of the tracker at the mobile and the BS. 

SIMULATION RESULTS 

The proposed performance measure is given by the ra- 
tio of the power for the user of interest and the total Tx 
power of the relevant base station which is required to ob- 
tain a certain raw bit error ratio for the user of interest. Ba- 
sically, the simulation environment compares to that used 
in [39]. Figure 8 presents the proposed performance mea- 
sure for different velocities of the mobile2': 3, 10, 40, and 
120 km/h. The downlinkeigenbeamforming is either based 
on 

'*In addition to maintain the tracking algorithm at the mobile the track- 
ing of the projector matrix (28) is performed at the BS. 

I9Note, in order to constrain the feedbackeffort the parameters Bg and 
8,p are transmitted from mobile to BS in a rotatory modus without degra- 
dation of the estimation. 

mCOordinate Rotation on a DIgital Computer. 
*'Note that variations in performance as a function of the velocity also 

depend on the power control. Here. power control is optimized for a raget 
SWR at the rake receiver output which not necessarily maximizes mean 
raw BFR for a low mean transmit power. 
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Figure 8: Performance of closed-loop downlink eigenbeamforming based on the standard PCA method and. the subspace tracking 
method for the forgetting factor p = 0.99. The results are based on simiiloting data transmission while the mobile moves 30 
secondsparallel to the BS antenna array. 

a standard PCA" 

the proposed eigenbeam tracking alg~rithm'~ with a 
forgetting factor of p = 0.99. 

In  both cases a quantization of 4 bits per real/imaginary 
feedback quantity has been applied. The channel model 
was chosen according to [29] and the panmeters are de- 
fined in [30, 401. Consequently, the time delay between 
the mobile and the BS is due to the constrained feedback 
rate of 1500 Hz, i.e. for the use of Nf = 2 eigenbeams the 
feedback of a complete update of the eigenspace requires 
8 10 slots for the case of the PCA solution and 600 slots for 
the tracking algorithm. 

The simulated performance demonstrates the higher ro- 
bustness of the tracking solution against the PCA in the 
case of erroneous feedback -the assumed error probability 
of the binary symmetric feedback channel is 4 Q. 

5 CONCLUDING REMARKS 

The eigenbeamforming concept achieves reduced di- 
mension processing by exploiting long-term channel prop- 
erties and obtains decorrelated diversity branches in space 
and time by performing eigenvalue decompositions of the 
spatial covariance matrices of the dominant temporal taps 
(uplink) or of the mean of the spatial covariance matrices 

--Note. that in all cases the FCA has been calculated by available state- 
of-the-art linear algebra tools without considering the implied numerical 
imperfections of real applicable algorithms. Thus. in contrast as with the 
proposed eigenspace tracker the PCA results are rather overoptimistic. 

?'The cracking has been applied with (Tracker+) and without (Tracker) 
the decomlarion step. cf. (29). 

n 

Table I :  The number of required bits for hf = 4,6, and 8 an- 
tenna elements to transmit d = 2 or 3 eigenbeams from 
the mobile to the BS by means of 4 bits per parameter 
increment 8. The numbers in (.) the number of required 
bits to feedback the eigenvectors by means of 4 bits per 
realhaginan' part of a vector element. 

. .  . ,  
I 6 11 84 (96) bits 1 84 (14.4) hits I 

I 1  . I  1 -  \ -  - - I  ---- 1 8 11 144 (128) bits I 144 (192) bits 1 

(downlink). Based on the eigenbeamforming concept, we 
have proposed a novel space-time receiver and transmitter 
structure for CDMA systems with adaptive antennas at the 
BS. 

A novel rake receiver structure, namely the space- 
time eigenrake combines the advantages and eliminates the 
drawbacks of long-term beamforming and short-term opti- 
mum combining which characterize previously introduced 
rake receivers. The space-time eigenrake is based on decor- 
relating diversity branches to achieve a reduction in dimen- 
sion or model order for subsequent short-term processing. 
Decorrelation and interference suppression is achieved by 
an eigenanalysis of the long-term channel properties. It has 
been demonstrated that, despite low computational com- 
plexity. the new structure outperforms previously known 
concepts. Another major advantage is that the eigenrake 
automatically adjusts to various propagation environments, 
whereas known concepts are typically well-suited only for 
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some sceriarios but less so for others. Notice, furthcr- 
more, that additional diversity branches such as branches 
obtained by exploiting polarization can be integrated eas- 
ily. 

It is of great economic importance to have downlink 
processing schemes which exploit the mobile radio channel 
efficiently within the W-CDMA standard in order to max- 
imize spectral efficiency. To this end, we have extended 
the general idea of eigenbeamforming to closed-loop di- 
versity schemes on the downlink currently discussed in W- 
CDMA standardization bodies. With the downlink eigen- 
beamformer based on feedback, an increased diversity or- 
der and more interference suppression can be achieved by 
increasing the number of antenna elements without having 
to increase the feedback required for short-term processing. 

Finally, we have presented a tracking solution to the 
downlink eigenbeamformer concept. In spite of the com- 
plex nature of the algorithm it offers a straightforward im- 
plementation with low complexity and a number of benefits 
for the feedback signalling. The reliability of the downlink 
eigenbeam tracking has been approved by simulation re- 
sults. 

Manuscript received on June I ,  2001. 
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