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All materials exhibiting a large magnetic anisotropy possess 
nonzero orbital angular momentum L arising from an 
electronic structure of partially-filled (but not half-filled) 
energetically degenerate orbitals. In trivalent lanthanide 
ions, the valence 4f orbitals are well-shielded and interact 
little with their coordination environment, allowing for a 
nonzero L that couples with the total spin S to give rise to a 
total angular momentum of |L − S| ≤ J ≤ |L + S| and 
potentially a large magnetic anisotropy. In the case of 
transition metals, however, the ligand field typically removes 
any orbital degeneracy, leading to quenching of the orbital 
angular momentum (L = 0) and an appropriate description 
of the ground state in terms of S only. When magnetic 
anisotropy is present in such complexes, it is generally a weak 
effect that arises from mixing of electronic ground and 
excited states induced by spin-orbit coupling. Creating 
unquenched orbital angular momentum in molecular 
transition metal-based systems requires an exceptionally 
weak ligand field and/or two or more orbitals that are nearly 
degenerate. In this context, perhaps the simplest 
experimental system is a one-coordinate cobalt atom: 
individual cobalt atoms on a MgO surface (referred to as 
adatoms) were recently shown using scanning probe 
microscopy to possess a J = 9/2 (L = 3, S = 3/2) ground state 
and exhibit near maximal magnetic anisotropy in a half-
integer spin 3d system (1). 

In the regime of molecules, linearly coordinated 

transition metal complexes have garnered interest of late be-
cause they are energetically unaffected by Jahn-Teller distor-
tions, allowing for the possibility of virtually unquenched 
orbital angular momentum (2). Analogously to lanthanide 
complexes, such transition metal systems with nonzero L are 
best described by a total angular momentum J, which is split 
by spin-orbit coupling and the ligand field into 2J + 1 MJ 
states. Two transition metal complexes that have been de-
scribed using this formalism are the iron(II) complex 
Fe(C(SiMe3)3)2 and the iron(I) complex [Fe(C(SiMe3)3)2]− (3, 
4). Both complexes have ground states with L = 2 due to elec-
tronic configurations which place three electrons in the de-
generate orbital pair dx

2
-y

2 and dxy, which arise from linear 
combinations of the hydrogen-like d-orbitals with ml = ±2. A 
notable consequence of these electronic structures is that 
both complexes exhibit relatively large energy separations be-
tween their ground and first excited MJ states, making them 
prone to single-molecule magnet behavior (5). Indeed, ac 
magnetic susceptibility data revealed that both molecules ex-
hibit slow magnetic relaxation (the former complex under an 
applied dc field and the latter in zero applied field) with ef-
fective spin-reversal barriers (Ueff) of 178 and 246 cm−1, re-
spectively (6)—values close to the calculated energy 
separations between their ground and first excited MJ states 
(7, 8). 

At first glance it may seem impossible to increase orbital 
angular momentum for a transition metal complex beyond L 
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Orbital angular momentum is a prerequisite for magnetic anisotropy, although in transition metal 
complexes it is typically quenched by the ligand field. Here, by reducing the basicity of the carbon donor 
atoms in a pair of alkyl ligands, we synthesize a cobalt(II) dialkyl complex, Co(C(SiMe2ONaphthyl)3)2, 
wherein the ligand field is sufficiently weak that interelectron repulsion and spin-orbit coupling play a 
dominant role in determining the electronic ground state. Assignment of a non-Aufbau (dx

2
–y

2, dxy)3(dxz, 
dyz)3(dz

2)1 electron configuration is supported by dc magnetic susceptibility data, experimental charge 
density maps, and ab initio calculations. Variable-field far-infrared spectroscopy and ac magnetic 
susceptibility measurements further reveal slow magnetic relaxation via a 450 cm−1 magnetic excited 
state. 
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= 2. An L = 3 ground state requires two sets of degenerate 
orbitals, dx

2
-y

2, dxy (ml = ±2) and dxz, dyz (ml = ±1), with an odd 
number of electrons in each. The Aufbau principle describes 
the manner in which electrons fill orbitals, typically from 
lowest to highest energy. A more rigorous consideration of 
electronic structure accounts for three main effects: ligand 
field stabilization, interelectron repulsion, and spin-orbit 
coupling. Ligand field effects typically dominate when con-
sidering transition metal complexes. When the ligand field 
stabilization and interelectron repulsion energies are similar 
in transition metal complexes, high spin electronic configu-
rations arise. For example, placing three electrons in the or-
bitals (dx

2
-y

2, dxy)(dxz, dyz) could give the low-spin 
configuration (dx

2
-y

2, dxy)3(dxz, dyz)0 if the energy separation be-
tween orbital pairs is larger than the electron pairing energy, 
or the high-spin configuration (dx

2
-y

2, dxy)2(dxz, dyz)1 if the or-
bital pairs are relatively close in energy. For six electrons, the 
expected Aufbau filling of these orbitals is (dx

2
-y

2, dxy)4(dxz, 
dyz)2, and as the sixth electron must be paired in either orbital 
pair, there is no reason to assume there would be any stabili-
zation from the non-Aufbau configuration, (dx

2
-y

2, dxy)3(dxz, 
dyz)3. 

Intriguingly, calculations on the hypothetical complex 
Co(C(SiMe3)3)2 show a ground state with L = 3, which arises 
from a non-Aufbau 3d-orbital filling of (dx

2
-y

2, dxy)3(dxz, 
dyz)3(dz

2)1, and further predict a splitting between ground and 
first excited MJ states of 454 cm–1 (9). Efforts to synthesize 
this molecule both by our laboratory and others (10) were un-
successful. Moreover, although nearly 70 two-coordinate, par-
amagnetic transition metal complexes have been synthesized 
(11), the only such compounds with alkyl ligands are of the 
type [M(C(SiMe3)3)2]0/1−, where M is Fe(II) (12), Fe(I) (4), 
Mn(II) (13) and Mn(I) (14). Several approximately linear co-
balt(II) complexes have been studied, however, and one such 
molecule (sIPr)CoNDmp (where sIPr is an N-heterocyclic car-
bene and NDmp is an arylimido ligand) has a spin-reversal 
barrier of 413 cm−1, more than 1.5 times that measured for 
[FeI(C(SiMe3)3)2]–, despite both molecules possessing the 
same total angular momentum of J = 7/2 (15). Correspond-
ingly, the increase in magnetic anisotropy for the Co(II) com-
plex must arise from an increase in the spin-orbit coupling 
constant, a value which trends with effective nuclear charge. 
In another example, bent [OCoO]– anions inserted into the 
channels of an apatite-type structure were shown to have a 
spin-reversal barrier of 387 cm−1 (16). A semi-empirical 
method based on ligand field parameterization predicted that 
such a barrier could arise from a J = 9/2 ground state, with 
increasing mixing of MJ states (and a concomitant diminish-
ing of the barrier height) arising as the [OCoO]– anion be-
comes increasingly bent. In the extreme case of the cobalt 
adatoms mentioned above, a separation of 468 cm−1 was de-
termined for the separation between MJ = 9/2 and 7/2 states 

(1). 
Our motivations to isolate a dialkyl cobalt(II) complex 

were thus twofold: first, the proposed electronic structure vi-
olates the Aufbau principle and is analogous to what is com-
monly seen for lanthanides; second, realizing maximal 
orbital angular momentum should afford a very large mag-
netic anisotropy, a property that has important applications 
in the study of magnetism. Here, we present the synthesis 
and characterization of such a dialkyl cobalt(II) complex and 
confirm the proposed J = 9/2 ground state through direct elec-
tronic and spectroscopic measurements, ab initio modeling, 
and magnetic susceptibility measurements. The energy sepa-
ration between the MJ = ±9/2 and ±7/2 states leads to slow 
magnetic relaxation at temperatures as high as 70 K and low-
temperature magnetic hysteresis. 

Synthesis and structure of a linear cobalt dialkyl 
complex 

Our attempts to synthesize Co(C(SiMe3)3)2 from metathe-
sis reactions of [C(SiMe3)3]– salts and CoX2 (X = Cl, Br, I) gave 
only intractable amorphous black solids. Similar reactivity 
with [C(SiMe3)3]– was reported previously, but by switching 
to [C(SiMe2Ph)3]– it proved possible to isolate the dimer 
[Co(C(SiMe2Ph)3)]2, a product formed by the in situ reduction 
of cobalt(II) (10). Thus, at least one challenge in isolating a 
dialkyl cobalt(II) complex is the strongly reducing nature of 
the carbanion. Others have shown that substituting electron-
withdrawing alkoxides onto each silyl group significantly re-
duces the basicity and electron density of the carbanion (17). 
In an initial pursuit of this approach, we found that 
[C(SiMe2OPh)3]– did support a dialkyl cobalt(II) complex, 
Co(C(SiMe2OPh)3)2, but long-range Co···O interactions led to 
a significantly bent C–Co–C axis (fig. S1). We next synthesized 
a number of [C(SiMe2OR)3]– derivatives (R = various alkyl or 
substituted phenyl groups) following the general reaction 
scheme outlined in Fig. 1A. Smaller substituents did not read-
ily yield isolable products, and larger substituents supported 
only dinuclear complexes of the type (R3CCo)2(μ-X)2 (where X 
is a halide), similar to the structure of ((PhMe2Si)3CZn)2(μ-
Cl)2 (18). In an effort to reduce the nucleophilicity of the oxy-
gen atom, we also tried using electron withdrawing substitu-
ents such as perfluorophenyl, but found these ligands to be 
susceptible to Si–O cleavage, a challenge also encountered 
when trying to metallate other HC(SiMe2OR)3 complexes with 
MeLi (19). Ultimately, we determined that only the naphthol 
(R = Naph = C10H7) derivative yielded the requisite linear ge-
ometry. 

The reaction of two equivalents of KC(SiMe2ONaph) with 
CoBr2 in THF at 60°C affords a green solution. After removal 
of the solvent in vacuo and redissolution into hexanes, dark 
red crystals of Co(C(SiMe2ONaph)3)2 (1) emerged from the 
green solution over the course of several days at room tem-
perature. Crystallization at −30°C formed green crystals that 
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were not suitable for X-ray diffraction, but elemental analysis 
of the thoroughly dried crystals suggested the isolation of the 
solvated complex, Co(C(SiMe2ONaph)3)2(THF). Compound 1 
is insoluble in common organic solvents, and exposure to 
THF led to formation of a green solution which is likely the 
aforementioned solvated complex. The zinc congener, 
Zn(C(SiMe2ONaph)3)2 (2), was obtained from the reaction of 
KC(SiMe2ONaph) and ZnBr2 in Et2O. After removal of KBr by 
filtration, colorless crystals of 2 grew from the Et2O solution 
over the course of several days. Using the same reaction con-
ditions with a mixture of ZnBr2 and CoBr2(THF) further ena-
bled preparation of a magnetically dilute sample, 
Co0.02Zn0.98(C(SiMe2ONaph7)3)2 (3). 

Single crystal x-ray diffraction analysis revealed com-
pounds 1 and 2 to be isostructural, crystallizing in space 
group R–3 (no. 148) and featuring a linear C–M–C axis im-
posed by the S6 site symmetry (Fig. 1, B and C). The Co–C and 
Zn–C interatomic distances of 2.066(2) and 1.995(3) Å, re-
spectively, are similar to the Fe–C separation of 2.0505(14) Å 
in Fe(C(SiMe3)3)2 (12) and the and Zn–C separation of 1.982(2) 
Å in Zn(C(SiMe3)3)2 (20). In addition, the Co···O distance of 
3.1051(11) Å and Zn···O distance of 3.1240(16) Å are signifi-
cantly longer than the sum of cobalt or zinc and oxygen ionic 
radii (~2.2 Å), suggesting minimal interactions. Instead, the 
staggered orientation of the ligands facilitates close sp3-
CH∙∙∙π and sp2-CH∙∙∙π contacts of 2.692 and 2.822 Å, re-
spectively (fig. S3), which are in the range of weak CH-π in-
teractions (21). This suggests that inter-ligand interactions 
may help stabilize 1, consistent with reports of dispersion 
forces stabilizing other two-coordinate complexes (22). 

Electronic structure calculations 
Ab initio calculations performed on 1 using the crystal 

structure geometry reveal that the 4F free ion state is split by 
the linear ligand field into three doubly-degenerate states 4Φ, 
4Π, and 4Δ, and one non-degenerate state 4Σ− (here we employ 
C∞v point group notation). Due to the exceptionally weak lig-
and field, the seven states of 4F parentage are split by less 
than 3000 cm−1 (accounting also for interelectron repulsion 
energy). This splitting is small even relative to that of other 
two-coordinate complexes; for example, the 5D and 4F free ion 
states of Fe(C(SiMe3)3)2 and [Fe(C(SiMe3)3)2]– are split by 5000 
and 6000 cm−1, respectively (3, 4, 7). Excitations from the 4Φ 
ground state of 1 to the 4Σ−(4P) and 4Π(4P) states were calcu-
lated to be spectroscopically accessible at 13,537 and 18,864 
cm−1, and indeed are observed in the ultraviolet-visible (UV-
vis) diffuse reflectance spectrum at 12,000 and 15,000 cm−1 
(fig. S4). The splitting of the 4Φ ground state due to spin-orbit 
coupling results in four sets of Kramers doublets, best de-
scribed by MJ = ±9/2, ±7/2, ±5/2, and ±3/2, in order of increasing 
energy. The total splitting of 4Φ is 1469 cm−1, while the calcu-
lated separation between just MJ = ±9/2 and MJ = ±7/2 is 476 
cm−1. Additional calculations performed on a truncated 

model molecule show that inclusion of the carbon σ-bonding 
electrons in the complete active space have only a very minor 
effect (less than 3%) on the energies of both the non-relativ-
istic and relativistic states (tables S10 and S11). 

Ligand-field analysis of the calculations revealed the 4Φ 
ground state to have the 3d-orbital filling (dx

2
-y

2, dxy)3(dxz, 
dyz)3(dz

2)1 (Fig. 2A), which deviates from the expected Aufbau 
orbital filling of (dx

2
-y

2, dxy)4(dxz, dyz)2(dz
2)1 (4Σ−) and can be ex-

plained by considering the competing effects of ligand field 
stabilization and interelectron repulsion. In general, inter-
electronic repulsion is strongest for two electrons occupying 
the same orbital (necessarily with opposite spin). Two elec-
trons with opposite spin in different orbitals alternatively ex-
perience medium-strong electron-electron repulsion, while 
two electrons with parallel spin (necessarily in different or-
bitals) repel each other least strongly owing to the presence 
of the Fermi-hole. Typically, only the electron pairing energy 
component of interelectron repulsion is important for transi-
tion metal complexes, and whether a complex is high- or low-
spin is determined by considering whether the ligand field 
strength is small or large compared to the pairing energy. In 
the case of 1, the ligand field strength is so small that not only 
does the molecule display a high-spin state, but it also max-
imizes its orbital angular momentum in keeping with the 
Hund rule for free atoms and ions, thus leading to a non-Auf-
bau ground state configuration. Clearly, the (dx

2
-y

2, dxy)3(dxz, 
dyz)3(dz

2)1 configuration minimizes electron-electron repul-
sion relative to the alternative (dx

2
-y

2, dxy)4(dxz, dyz)2(dz
2)1 con-

figuration that features an electronically crowded (dx
2
-y

2, dxy)4 
subshell. This stabilization is also reflected in the total orbital 
angular momentum of the ground state that is an approxi-
mately good quantum number in this system. Non-relativistic 
ligand field calculations without interelectron repulsion 
show the expected ground state of 4Σ− (with L = 0). Using lig-
and field parameters from ab initio NEVPT2 calculations and 
ligand field expressions for the S = 3/2 states under linear sym-
metry with interelectron repulsion, the high orbital angular 
momentum 4Φ state (with L = 3) is stabilized by 1300 cm−1 
relative to the 4Σ− state (Fig. 2B and table S9). Spin-orbit cou-
pling further stabilizes the MJ = 9/2 component of the 4Φ 
ground state by 788 cm−1. 

This situation is completely distinct from that of estab-
lished complexes with stronger ligand fields that can some-
times have electronic ground states with significant 
contributions from non-Aufbau configurations. For example, 
the iron(II) metallophthalocyanine complex (FePc) has a 
ground state with nearly equal contributions from Aufbau 
and non-Aufbau configurations, wherein the non-Aufbau 
component arises from an accidental orbital near-degeneracy 
(23). The essential difference between complex 1 and FePc, 
however, is in ligand field strength, with the two molecules 
calculated to exhibit total d-orbital splittings of 6000 and 
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165,000 cm–1, (23) respectively. Focusing on the orbitals that 
give rise to the non-Aufbau states, the dx

2
−y

2,dxy and dxz,dyz or-
bital pairs are separated by 2900 cm−1 in 1, whereas for FePc 
the dxz,dyz orbital pair and dz

2 orbital are separated by 19,000 
cm−1 (23). Our calculations show that interelectron repulsion 
in 1 easily overwhelms the ligand field stabilization energy 
associated with the Aufbau configuration, destabilizing the 
4Σ−(4P) state by 12,000 cm−1 relative to the 4Φ state. No similar 
calculations appear to have been reported for FePc, but it is 
clear that it would be impossible to observe a pure non-Auf-
bau ground state as long as the ligand field stabilization en-
ergy is of the same magnitude as interelectron repulsion. 
Once the ligand field requirement for a non-Aufbau ground 
state is met, it is also possible to observe maximal orbital an-
gular momentum. The maximal orbital angular momentum 
of L = 3 for transition metals requires degenerate dx

2
-y

2, dxy 
and dxz, dyz orbital pairs, and thus the molecule should also 
be linear to avoid Jahn-Teller distortions. 

The ligand-field analysis elucidates another challenge in 
isolating a dialkyl cobalt complex, namely the ligand field sta-
bilization energy suggests that metal-ligand bond formation 
provides only a minor stabilizing effect of 4.8 kcal/mol (1700 
cm−1). This result is perhaps intuitively understood by consid-
ering that the formal Co–C bond order is approximately one 
half, because the dxz, dyz orbitals have slight π-antibonding 
character and are destabilized primarily by electrostatic in-
teractions. It is not until we consider transmetallic dispersion 
and electrostatic (CH∙∙∙π) forces that 1 appears to be stable. 

Charge density determination 
The molecular charge density (CD) of 1 was obtained from 

multipolar refinement of single crystal x-ray diffraction data 
measured at 20 K using synchrotron radiation. A small 
amount of disorder (~6%) is present in the structure due to 
flipping of the naphthalene groups (also involving the O and 
Si atoms); however, a detailed description of this disorder 
was possible and allowed us to extract quantitative infor-
mation pertinent to the magnetic properties (see methods for 
a detailed description of the experimental procedure). 

The experimental temperature of 20 K is low enough that 
the CD primarily represents the electronic properties of the 
relativistic ground state. We used an atom-centered multi-
pole formalism to describe the CD, and thus a complete set 
of spherical harmonic functions for each atom was used to 
quantify the deviations from a spherical density distribution. 
The use of this formalism enables estimation of 3d-orbital 
populations on the central cobalt atom, under the assump-
tion that the density around the metal originates solely from 
the atom itself (i.e., that no significant covalent bonding oc-
curs). The parameterized CD also enables an analysis in the 
framework of quantum theory of atoms in molecules 
(QTAIM) (24) and estimates of atomic charges and the 
strength of chemical bonding. Defining the local 

coordination axes such that the Co–C direction is along the z-
axis, the electron density of the cobalt valence shell is distrib-
uted in the following manner: 42.8% is in the dx

2
-y

2, dxy orbit-
als, 41.2% is in the dxz, dyz orbitals, and 16.0% is in the dz

2 
orbital. Furthermore, the same distribution of electrons in 
the cobalt 3d-orbitals was obtained regardless of the manner 
in which the naphthalene disorder was treated. 

Variable-field far-infrared spectroscopy 
We sought to confirm experimentally the magnitude of 

the separation between the ground and first excited magnetic 
states in 1 using variable-field far-IR spectroscopy (25, 26). 
Although such energy separations are more commonly deter-
mined by fitting low-temperature magnetization data or 
high-temperature magnetic relaxation data, these ap-
proaches give values that are sensitive to fitting procedures 
and provide only an indirect measure of the representative 
ground to excited state energy separation. Additionally, given 
the calculated energy splitting of 476 cm−1 for the lowest MJ 
states, dc susceptibility measurements would provide limited 
information on the position of excited states, as the Boltz-
mann population of the ground state doublet is still 90% at 
300 K. Thus, not only is spectroscopy a more direct measure-
ment, but in this case, it is also necessary to gain information 
on the excited states. Transmission spectra in the 30 to 600 
cm−1 energy range were collected at a temperature of 4.2 K 
under applied fields ranging from 0 to 11 T (Fig. 3A). Alt-
hough absorption bands associated with magnetic dipole 
transitions are usually significantly weaker than those of 
electronic dipole transitions, a pronounced field dependence 
is immediately evident in the data upon dividing the applied 
field spectra by the zero-field spectrum (Fig. 3B). The only 
peak visible in this energy range is at 450 cm−1 and is attribut-
able to the transition from MJ = ±9/2 to ±7/2 in good agreement 
with the calculated separation of 476 cm–1. A steadily increas-
ing blueshift of the IR absorption maximum is observed with 
increasing applied fields (fig. S5) and is in good agreement 
with a simulation of the spectral envelope magnetic dipole 
MJ = ±9/2 to ±7/2 transitions (fig. S6). In addition to the 
blueshift there is a concomitant decrease in absorption inten-
sity and peak broadening with increasing field, giving rise to 
the derivative shape observed in Fig. 3B. 

Magnetic properties 
Variable-temperature dc magnetic susceptibility data for 

1 are shown in Fig. 4A. The gradual decrease in the product 
of the molar magnetic susceptibility and temperature (χMT) 
with decreasing temperature is indicative of magnetic anisot-
ropy, while the strong field dependence at low temperature 
arises from an increased Zeeman splitting at higher fields. 
The room temperature χMT value of 4.89 cm3 K mol−1 is con-
sistent with a well-isolated MJ = 9/2 ground state (the theoret-
ical χMT value for an isotropic J = 9/2 ion is 5.47 cm3 K mol−1), 
and reduced magnetization plots (Fig. 4B) show a saturation 
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magnetization of 3.00 μB. The simulated χMT and reduced 
magnetization data from ab initio calculations (solid lines, 
Fig. 4) are in close agreement with the experimental data, fur-
ther corroborating the well-isolated MJ = 9/2 ground state. 

Ac susceptometry was employed to probe magnetic relax-
ation in the 10−4 to 101 s (104 to 10−1 Hz) range. By fitting the 
in-phase (χ′) and out-of-phase (χ″) susceptibility (figs. S8 to 
S11) to a generalized Debye model, we obtained relaxation 
times for 1, as shown in the Arrhenius plot in Fig. 5A. The 
temperature dependence of magnetic relaxation time (τ) in 
molecules exhibiting slow magnetic relaxation is typically de-
scribed by the expression 

( )1 4 11
0 B2

2

exp
1

nA BH T CT U k T
A H

τ τ− −= + + + −
+

, (1) 

where the four terms represent quantum tunneling, di-
rect, Raman, and Orbach relaxation processes, respectively 
(27–29). However, we were unable to fit the relaxation data 
for 1 to the total sum of these processes. An alternative model 
for through-barrier relaxation has recently been proposed, 
wherein specific phonon modes may facilitate relaxation 
through direct doublet transitions (30, 31). Building on the 
results of Lunghi and co-workers, we derived the expression 

( )
( )

( )
2

1 1 1
tunnel 0 B22

2 1
exp

nV
U k Tα αα

α
α α

τ τ τ
ω

− − −
 ∆ + = + + −   ∆ +  

∑




, (2) 

where the first term represents quantum tunneling and 
the last term represents Orbach relaxation. The second term 
represents relaxation through the α-th phonon mode, V rep-
resents spin-phonon coupling, Δ is the phonon linewidth, n 
is the phonon occupation number, and ω is the phonon fre-
quency. Both Δ and n are dependent on both temperature and 
ω. Values for U and ω are taken from the variable-field, far-IR 
data, while τtunnel, V, and τ0 are fit parameters (see eq. S1 to 
S4 for details). From this equation we were able to obtain 
reasonable fits (σEST = 0.17 and 0.21 for 1 and 3, respectively) 
to the relaxation data in Fig. 5A. 

To further examine the effect of any tunneling relaxation 
process, we collected data under a 3000 Oe field. The lack of 
a temperature-independent region at low temperature under 
zero and applied field indicates that molecular quantum tun-
neling is not a dominant relaxation pathway above 4 K; how-
ever, the observed increase in relaxation times upon 
application of a dc field (Fig. 5A) demonstrates that it is a 
contributing factor. To some extent, the tunneling relaxation 
rate can be slowed through magnetic dilution (32), and in-
deed measurements of a magnetically dilute sample prepared 
with a 1:49 ratio of cobalt to zinc (3) exhibits lower relaxation 
rates than 1 under zero field. The lack of a linear temperature 
dependence at the highest temperatures indicates that two-
phonon Orbach relaxation (involving excitation to and relax-
ation from a real excited state) is not yet dominant at 70 K. 

Using the value of U = 450 cm−1 obtained from far-IR spec-
troscopy, however, we determined an upper bound for τ0 of 
1.79 × 10−9 s, which is a reasonable value for a single-molecule 
magnet (5). 

The low temperature relaxation dynamics of 1 and 3 were 
also probed using dc relaxation and magnetization experi-
ments (Fig. 5B). The tunneling and direct relaxation terms 
introduced above were used in fits of the variable-field relax-
ation data and are discussed in detail in the Methods section. 
The relaxation times extracted at 1.8 K and zero applied field 
are 16.4 ± 0.7 and 48.2 ± 4.7 s for 1 and 3, respectively, and 
these values slow to 221 and 660 s at 1.8 K under a 1500 Oe 
applied field. These relaxation times suggest that magnetic 
hysteresis should be apparent in variable-field magnetization 
data, and indeed 1 and 3 show waist-restricted hysteresis 
loops between ±0.7 T up to 5 K. A sudden decline in the mag-
netization as the field approaches zero can be ascribed to 
rapid relaxation induced by tunneling of the magnetization 
(Fig. 5, C and D), and this decline results in small values of 
the remnant magnetization for 1 (0.08 μB) and 3 (0.28 μB) at 
1.8 K that diminish to near zero at higher temperatures. De-
spite the relatively fast relaxation at zero field, 1 has a coer-
cive field, Hc, of 180 Oe at 1.8 K, as measured with a field 
sweep rate of 32 Oe/s. Under the same conditions, the mag-
netically dilute sample, 3, exhibits Hc = 600 Oe. 

Outlook 
These results have clear implications toward technologies 

that require a large magnetic anisotropy. For a magnetic bit 
to retain its magnetization for information storage, the mag-
netic anisotropy energy must be significantly greater than the 
thermal energy. For the cobalt adatom on MgO, the separa-
tion between the ground (MJ = ±9/2) and first excited (MJ = 
±7/2) states was determined to be 468 cm−1, and it was sug-
gested that this value was near a physical limit for magnetic 
anisotropy for 3d transition metals. This limit can be quanti-
fied using the phenomenological spin-orbit coupling Hamil-
tonian, HSOC = λL∙S = (ζ/2S)Σi lisi, where λ is the effective spin-
orbit coupling constant, ζ is the atomic spin-orbit coupling 
constant, and L = Σili and S = Σisi are the operators for the 
orbital and spin-angular momenta, respectively (the index i 
sums over individual electrons). In systems with a doubly de-
generate ground state, the energies of the MJ states (where 
MJ = MS + ML) are given by E(MJ) = (ζ/2S)ML∙MS; the separa-
tion between lowest and highest MJ states is equal to Lζ, and 
the separation between adjacent states is (L/2S)ζ. Thus, the 
actual limit for the energy separation between ground and 
first excited state would be found in a system with L = 3 and 
S = 1. However, in order to maximize relaxation times, it is 
advantageous to employ half-integer spin systems, as the 
crystal field cannot couple the two components of the lowest 
doublet and the tunneling relaxation pathway is therefore 
suppressed (33). The maximal total angular momentum for a 
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transition metal with half-integer spin is J = 9/2, exhibited by 
both the cobalt adatom and compound 1. The magnetic MJ 
states of 1 span a substantial calculated energy range of 1469 
cm−1, and the separation between the ground (MJ = ±9/2) and 
first excited (MJ = ±7/2) states alone is 450 cm−1. Within a rig-
orously linear manifold, it may be possible to further increase 
the magnetic anisotropy by changing the nature of the Co–L 
bond and by increasing the spin-orbit coupling constant. 
However, at present the barrier of Ueff = 450 cm−1 determined 
here for 1 is the largest measured to date for any transition 
metal single-molecule magnet, with the second largest being 
Ueff = 413 cm−1 from the aforementioned (sIPr)CoNDmp com-
plex (15). Given the similarity between the cobalt adatom and 
1, it is indeed possible that this value is near the physical 
limit. Our calculations for the Co adatom on MgO indicate 
that the 4Φ(4F) ground state is also well isolated in this sys-
tem, suggesting that spin-orbit coupling is also the dominant 
factor determining the energies of the MJ states here (table 
S13). Although information storage will certainly require 
longer zero-field relaxation times than observed here, we note 
that magnetic relaxation times can be significantly affected 
by the molecular environment, as has been observed for 
Tb(Pc)2 molecules in bulk solids (34) and on a variety of sur-
faces (35–40). A comparison of the relaxation times of the co-
balt adatom on MgO and those of compound 1 indicates such 
an environmental effect is indeed at play. Both cobalt centers 
have similar electronic structures, yet the relaxation time for 
the adatom at 0.6 K is on the order of 10−4 s, whereas a much 
longer relaxation time on the order of 101 s is observed for 1 
at 1.8 K. 

Beyond the implications for molecular magnetism, an in-
triguing potential use of the linear L–CoII–L moiety is in the 
pursuit of lanthanide-free bulk magnets. Generally speaking, 
orbital angular momentum and spin-orbit coupling tie the 
magnetic moment to lattice (41). In bulk magnetism, orbital 
angular momentum is responsible for magnetocrystalline an-
isotropy, the main determinant of magnetic coercivity, which 
is why the strongest magnets, such as Nd2Fe14B and SmCo5, 
feature lanthanide ions with unquenched orbital angular mo-
mentum. Our results show how linearly coordinated transi-
tion metal ions could provide a similar effect. For example, 
the extended solid Li2(Li1-xFex)N features linear iron(I) cen-
ters similar to those in [Fe(C(SiMe3)3)2]−, and in high concen-
tration (x = 0.28) this material displays an extremely large 
coercivity (Hc = 11.6 T at 2 K) (42). The magnetic anisotropy 
of compound 1 is nearly twice as large as in [Fe(C(SiMe3)3)2]–

, and incorporation of the L–CoII–L moiety in an extended 
solid could therefore in principle lead to permanent magnets 
with an even greater coercivity. 

Methods 
General considerations 
Unless otherwise noted, all manipulations were carried 

out using standard air-free Schlenk line and glove box tech-
niques under an argon atmosphere. Reagents were purchased 
from commercial vendors. Anhydrous CoBr2 and ZnBr2 were 
used as received, while 1-naphthol was sublimed and triethyl-
amine (NEt3) was dried over KOH and distilled prior to use. 
HC(SiMe2Cl)3 (17), MeK (43) were prepared according to lit-
erature procedures. Solvents were dried using a commercial 
solvent purification system designed by JC Meyer Solvent 
Systems. Elemental analysis was performed at the Microana-
lytical Laboratory of the University of California, Berkeley. 
NMR spectra were collected on a 500 MHz Bruker spectrom-
eter; chemical shifts are reported in ppm referenced to resid-
ual protiated solvent. 

Synthesis of HC(SiMe2OPh)3 and HC(SiMe2OC10H7)3 
A 100 mL Schlenk flask containing a stir bar was charged 

with a THF solution (50 mL) of HC(SiMe2Cl)3 (3.73 g, 12.7 
mmol) and NEt3 (1.80 mL, 38.1 mmol). A separate 50 mL 
Schlenk flask was charged with a THF solution (25 mL) of 1-
naphthol (5.58 g, 38.7 mmol). The 1-naphthol solution was 
added to the reaction flask over the course of several minutes 
with stirring, and a white precipitate immediately formed 
upon addition. The reaction was stirred at room temperature 
for 3 hours, after which air-free techniques were no longer 
required. Water (20 mL) was added to the reaction flask and 
the organic layer was collected. The water was extracted with 
3×20 mL Et2O, and the combined organic layers were dried 
with MgSO4. The ether solvent was removed under reduced 
pressure, leaving a colorless residue. The residue was washed 
with MeOH (50 mL) and the resulting white solid, 
HC(SiMe2OC10H7)3 (5.15 g, 66%), was collected by filtration. 
Anal. calcd for C37H40O3Si3: C, 72.03; H, 6.54. Found: C, 72.04; 
H, 6.75. 1H NMR (500 MHz, THF-d8): δ 8.33 (3 H, d), 7.83 (3 
H, d), 7.47 (3 H, d), 7.40 (6 H, m), 7.32 (3 H, t), 7.03 (3 H, d), 
1.39 (1 H, s), 0.63 (18 H, s) ppm. 13C NMR (500 MHz, THF-d8): 
δ 151.8, 136.0, 128.9, 128.3, 126.7, 126.4, 125.7, 123.4, 122.0, 
114.4, 13.1, 2.9, 2.8 ppm. 

The same method was used to synthesize HC(SiMe2OPh)3, 
which has been reported previously using a different syn-
thetic method (44). The identity of HC(SiMe2OPh)3 was con-
firmed by 1H NMR spectroscopy. 

Synthesis of (CH3OCH2CH2OCH3)2KC(SiMe2OPh)3 
Solid MeK (0.11 g, 1.9 mmol) was slowly added to a stirring 

solution of 1 (0.91 g, 1.9 mmol) dissolved in Et2O (10 mL) and 
dimethoxyethane (3 mL); bubbles evolved during the course 
of addition. The reaction was then allowed to stir for 3 hours, 
during which time a white microcrystalline solid precipitated 
from solution. The solid was collected by filtration and dried 
under vacuum (0.65 g, 0.95 mmol, 49%). Anal. Calcd for 
KC33H53O7Si3: C, 57.85; H, 7.80. Found: C, 57.83; H, 7.60. 1H 
NMR (500 MHz, THF-d8): δ 7.15 (6 H, t), 6.91 (6 H, d), 6.83 
(3 H, t), 3.42 (8 H, s), 3.26 (12 H, s), 0.24 (18 H, s) ppm. 13C 
NMR (500 MHz, THF-d8): δ 158.3, 129.7, 122.2, 121.0, 72.7, 
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58.9, 16.8, 15.7, 5.2 ppm. 
Synthesis of KC(SiMe2OC10H7)3 
HC(SiMe2OC10H7)3 (0.967 g, 1.57 mmol) was dissolved in 

THF (15 mL). Freshly prepared MeK (0.0850 g, 1.57 mmol) 
was added as a solid to the stirring reaction mixture; bubbles 
evolved from the mixture over the course of an hour. After 3 
hours, the reaction mixture was filtered through diatoma-
ceous earth and solvent was removed under reduced pres-
sure, leaving a sticky colorless residue. Hexane was added to 
precipitate a white solid, KC(SiMe2OC10H7)3 (1.20 g, 76%), 
which was collected by filtration. Anal. calcd for KC37H39O3Si3: 
C, 67.84; H, 6.00. Found: C, 67.59; H, 6.31. 1H NMR (500 MHz, 
THF-d8): δ 8.42 (3 H, d), 7.71 (3 H, d), 7.49 (3 H, d), 7.28 (12 
H, m), 0.38 (18 H, s) ppm. 13C NMR (500 MHz, THF-d8): δ 
154.8, 135.9, 129.7, 127.7, 126.9, 125.6, 124.4, 124.2, 118.7, 114.5, 
16.2, 5.9, 5.8 ppm. 

Synthesis of Co(C(SiMe2OPh)3)2 
Solid CoCl2 (18.2 mg, 0.140 mmol) was added to a stirring 

THF solution (10 mL) of (CH3OCH2CH2OCH3)2KC(SiMe2OPh)3 
(200. mg, 0.290 mmol) at room temperature and then the 
mixture was stirred for 2 hours at 60°C. The solvent was re-
moved in vacuo and the resulting blue-green solid was dis-
solved in hexanes. The hexanes solution was stirred at 60°C 
for 1 hour to form a yellow-green solution. The hexanes solu-
tion was filtered through diatomaceous earth and was con-
centrated in vacuo. Red-brown crystals of Co(C(SiMe2OPh)3)2 
(0.044 g, 39%) suitable for x-ray diffraction grew in 2 hours 
at −30°C. Anal. Calcd. for CoC50H66Si6O6: C, 60.63; H, 6.72. 
Found: C, 60.98; H, 6.84. 

Synthesis of Co(C(SiMe2OC10H7)3)2 (1) 
Solid CoBr2 (41.6 mg, 0.190 mmol) was added to a stirring 

THF (8 mL) solution of KC(SiMe2OC10H7)3 (249 mg, 0.380 
mmol) at room temperature. The reaction mixture was 
stirred for 4 hours at 60°C, after which time the solution had 
turned green. The reaction mixture was filtered through dia-
tomaceous earth and solvent was removed under reduced 
pressure, leaving a green solid. The green solid was dissolved 
in hexanes (20 mL) and filtered to give an emerald green so-
lution, from which brown-red crystals of 1 (17.8 mg, 7%) suit-
able for x-ray diffraction grew over the course of 3 days. 
Compound 1 is insoluble in all common organic solvents ex-
cept THF, in which it forms a green solution. Anal. calcd for 
CoC74H78O6Si6: C, 68.85; H, 6.09. Found: C, 68.36; H, 6.03. 

Cooling the green hexanes solution appears to favor pre-
cipitation of the THF solvate, Co(C(SiMe2OC10H7)3)2(THF). 
Green crystals not suitable for single crystal x-ray diffraction 
were grown from the green hexanes solution over 1 day at 
−30°C, collected by filtration and thoroughly dried in vacuo. 
Anal calcd for CoC78H86O7Si6: C, 68.74; H, 6.36. Found: C, 
68.66; H, 6.52. 

Synthesis of Zn(C(SiMe2OC10H7)3)2 (2) 
At room temperature, a solution of ZnBr2 (35.1 mg, 0.155 

mmol) dissolved in THF (2 mL) was added to a solution of 
KC(SiMe2OC10H7)3 (206 mg, 0.314 mmol) dissolved in THF (8 
mL), and the mixture was stirred at room temperature for 12 
hours. The reaction mixture was subsequently filtered 
through diatomaceous earth and the THF solvent was re-
moved under reduced pressure, leaving a white solid. The col-
orless solid was stirred in hexanes (20 mL) and filtered to give 
a pale-yellow solution, from which colorless crystals of 1 (36.7 
mg, 9%) suitable for x-ray diffraction grew over the course of 
1 day. Anal. calcd for ZnC74H78O6Si6: C, 68.51; H, 6.06. Found: 
C, 68.14; H, 5.92. 

Synthesis of Co0.02Zn0.98(C(SiMe2OC10H7)3)2 (3) 
Initially, CoBr2(THF) was prepared by dissolving CoBr2 

(6.2 mg, 0.028 mmol) in THF (5 mL) and then removing the 
solvent under reduced pressure. A suspension of CoBr2(THF) 
(0.028 mmol) and ZnBr2 (57.4 mg, 25.5 mmol) was prepared 
in Et2O (4 mL), and this suspension was added to a stirring 
solution of KC(SiMe2OC10H7)3 (371 mg, 0.567 mmol) dissolved 
in Et2O (6 mL). The mixture was stirred for 1 hour at room 
temperature and then filtered through diatomaceous earth. 
A light pink powder was collected from the reaction mixture 
and the resulting light green Et2O filtrate was put in a 20 mL 
vial. Crystallization tubes were added to the vial to increase 
the amount of crystallization surfaces and Et2O was added to 
fill the vial. Light pink crystals of 3 (63.9 mg, 9%) suitable for 
x-ray diffraction grew over the course of 4 days. Successful 
dilution was confirmed by determination of a unit cell con-
sistent with pure 1 and 2, and the metal composition was de-
termined from comparison of molar magnetization data for 
the pure and diluted samples. 

Single crystal x-ray diffraction 
In an argon filled glovebox, crystals of Co(C(SiMe2OPh)3, 

1, 2, and 3 were coated in Paratone-N oil in individual vials, 
which were then sealed and remained sealed until immedi-
ately prior to mounting. Crystals were mounted on Kaptan 
loops and cooled under a stream of N2. Data were collected 
using a Bruker QUAZAR diffractometer equipped with a 
Bruker MICROSTAR X-Ray source of Mo Kα radiation (λ = 
0.71073 Å), and an APEX-II detector. Raw data were inte-
grated and corrected for Lorentz and polarization effects us-
ing Bruker Apex3 v. 2016.5. Absorption corrections were 
applied using SADABS (45). The space group was determined 
by examination of systematic absences, E-statistics, and suc-
cessive refinement of the structure. The crystal structure was 
solved with ShelXT (46) and further refined with ShelXL (47) 
operated in the Olex2 software (48). The crystal did not show 
any significant decay during data collection. Thermal param-
eters were refined anisotropically for all non-hydrogen at-
oms. Hydrogen atoms were placed in ideal positions and 
refined using a riding model for all structures. A checkcif re-
port for 1 gave rise to a B level alert regarding the ratio of 
maximum/minimum residual density. The maximum 
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residual density for 1 lies in the napthyl ring. In the case of 
the low temperature synchrotron data used for charge den-
sity modeling, disorder in the naphthyl ring was successfully 
modeled. For the data collected at 100 K used for the genera-
tion of the cifs for 1 and 2, we were unable to fully model this 
disorder, however it is likely that the same disorder is respon-
sible for the relatively large residual density. 

UV-visible-NIR diffuse reflectance 
UV-visible-NIR diffuse reflectance spectra were collected 

using a CARY 5000 spectrophotometer interfaced with Var-
ian Win UV software. The samples were prepared in a glove-
box and held in a Praying Mantis air-free diffuse reflectance 
cell. Powdered BaCO3 was used as a non-absorbing matrix. 
The spectra were collected in F(R) vs wavenumber, where 
F(R) is the Kubelka-Munk conversion F(R) = (1 – R)2/2R and 
R is reflectance. 

Magnetometry 
All magnetic measurements were carried out using a 

Quantum Design MPMS-XL SQUID Magnetometer, with the 
exception of the high frequency ac magnetic susceptibility 
data. High frequency data (up to 10,000 Hz) was collected at 
the Quantum Design facility in San Diego, CA, using a 9T 
PPMS instrument equipped with the ACMSII measurement 
option to probe the ac moment at frequencies above 1000 Hz. 
For the measurements using the MPMS instrument, polycrys-
talline samples of 1 (32.1 mg) and 3 (49.7 mg) were loaded 
into quartz tubes (5 mm i.d., 7 mm o.d.) with a raised quartz 
platform. Solid eicosane was then added on top of the sam-
ples (32.0 and y 61.2, respectively) to prevent crystallite 
torqueing and provide good thermal contact between the 
sample and the cryogenic bath. The tubes were fitted with 
Teflon sealable adapters, evacuated using a glovebox vacuum 
pump, and sealed under static vacuum using an H2/O2 flame. 
Following flame sealing, the solid eicosane was melted in a 
water bath held at 40°C. When not in the magnetometer, the 
sealed samples were stored at −30°C. Dc magnetic suscepti-
bility data was collected for each sample from 2 to 300 K un-
der dc fields ranging from 0 to 7 T. Ac magnetic susceptibility 
data collected using the MPMS instrument was obtained us-
ing a 6 Oe switching field; data from the PPMS instrument 
was collected using a 10 Oe switching field. All data were cor-
rected for diamagnetic contributions of the eicosane and the 
individual samples using Pascal’s constants (49). 

The ac susceptibility data was fit using a generalized De-
bye model, which accounts for relaxation time (τ), attempt 
time (τ0), isothermal susceptibility (χT), adiabatic susceptibil-
ity (χS), and the presence of a distribution of relaxation times 
(α) (50). Data for 1 collected under zero applied field and be-
low 7 K exhibited high frequency shoulders in χ″, and fits to 
the data yielded very large α values, suggesting a second, 
faster relaxation process might be operating at low tempera-
tures. This second process may be related to the disordered 

molecules in the crystal. Data from 4 to 10 K were fit with two 
relaxation processes. Once the minor relaxation process 
moved out of frequency range of the magnetometer (0.1-1488 
Hz), a one process fit was sufficient. The two fitting proce-
dures gave only modestly different τ values for the 4 and 5 K 
data. The data for 3 and the applied field data for 1 were fit 
sufficiently well with one process. Data collected using the 
PPMS instrument (50-70 K, 100-10,000 Hz) gave some nega-
tive values for χ′ at high frequency. Presumably this result is 
due to the fact that the PPMS sample consisted of less mate-
rial (6.9 mg 1, 29.0 mg eicosane) and, especially at high tem-
peratures, exhibited a smaller paramagnetic response relative 
to the diamagnetic response. The negative values did not af-
fect extraction of relaxation times, however. The method for 
fitting the relaxation data from 4 to 70 K is given in detail in 
the ESI. 

Dc relaxation measurements were implemented using the 
hysteresis mode of the MPMS magnetometer, using small 
magnetizing fields such that the time to set the field was in 
the 10-30 s range; measurements were made every ~4 s. We 
found that the relaxation times had a small dependence on 
the magnetizing field for 1 and a larger dependence for 3 (Ta-
ble S19-20); the times reported in the main text are averages 
of those times. The relaxation times were determined using a 

stretched exponential of the form 0 exp[ ( / ) ]n
tM M t τ= − , 

where M0 is the magnetization of the first data point meas-
ured, once the field was set, and n is a free variable (51). 

Dc magnetization experiments were implemented by ap-
plying a field to a sample at zero magnetization and measur-
ing the magnetization until it became constant. Relaxation 
times were determined using the equation 

0( ) exp[ ( / ) ]n
t sat satM M M M t τ= − − − , where Msat is the satura-

tion magnetization, M0 is the magnetization of the first data 
point measured once the field was set, and n is a free variable. 
Magnetization times for 1 and 3 for each field are given in 
tables S20 and S21; the main text reports the average of these 
values (16.4 and 48.2 s, respectively) and their standard devi-
ations (0.7 and 4.7, respectively). 

Variable field, FIR spectroscopy 
Far-infrared spectra were recorded on a Bruker IFS 66v/s 

FTIR spectrometer with a globar source and a composite bo-
lometer detector element located inside an 11 T magnet di-
rectly below the sample. Approximately 5 mg of 1 was diluted 
in eicosane (1:10 ratio) and pressed in the shape of a 5 mm 
pellet. The sample was prepared and measured under inert 
atmosphere. The sample was cooled to 4.2 K and irradiated 
with FIR light. Transmission spectra were recorded both in 
absence and in the presence of a magnetic field (0-11 T). 

Charge density modeling 
Crystals of 1 are rather air-sensitive, and thus all crystal 

manipulation was carried out inside of a glove box under an 
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Ar atmosphere. A triangularly-shaped single crystal with a 
maximum dimension of 0.10 mm was selected, and it was 
mounted using cryo-protecting oil on a pre-centered glass fi-
ber and then rapidly inserted into a cold He stream with a 
temperature of 20 K, to minimize any risk of air exposure and 
subsequent crystal decay. 

The crystal was mounted on the goniometer of beamline 
BL02B1 at the SPring8 synchrotron in Japan. The X-ray en-
ergy was fixed to 40 keV, corresponding to a wavelength of 
0.30988 Å. We have previously experienced significant crystal 
decay due to radiation damage, and this high energy was cho-
sen in an attempt to avoid this detrimental effect. As shown 
in fig. S17, the frame scale factor, which accurately captures 
any crystal decay (as well as other systematic effects, such as 
beam intensity fluctuations), is scattered relatively close to 
1.0, and importantly does not drop off systematically, indicat-
ing that there is no significant crystal decay. 

The data was collected on a Fuji IP system using 36 ω-
scans with a width of 5°, and an overlap of 0.5°, for a total of 
180° with a scan speed of 1 min/degree. Given the high sym-
metry of the compound, this protocol provided a complete 
data set with sufficient redundancy. The diffraction data 
ceased to be significant already at sin(θ)/λ = 0.9 Å−1. As we 
explain below, there is significant dynamic disorder in the 
crystal structure, which likely results in the lack of high angle 
data. 

The diffraction data were integrated using dedicated 
Rigaku software RAPID AUTO v2.41, which only integrates 
the intensity of reflections estimated to be fully present on 
one frame, i.e., having been rotated fully through the Ewald 
sphere during one of the 5° rotations. This estimation obvi-
ously depends on the mosaicity of the crystal and the desired 
box size for integration. We experimented with these values 
in order to optimize the integration results, and those pre-
sented herein used mosaicity of 0.7° and a box size of 13×13 
pixels. The raw images were scaled to accommodate the dif-
ferent sensitivities of the photomultiplier tubes, an effect 
which was uncovered in the summer of 2018. 

The integration and subsequent scaling in RAPID AUTO 
provided a total of 43260 reflections, which were then aver-
aged using the point group symmetry –3. This averaged data 
was reduced to 9008 unique reflections with an average re-
dundancy of 4.8 and a completeness of 99.5%, using the pro-
gram SORTAV. During refinement, it was noticed that ratio 
of F(obs) to F(calc) varied systematically, and thus we decided 
to include ten resolution-dependent scale factors that helped 
to alleviate this problem, as shown in fig. S19. 

These data were used to solve the crystal structure using 
SHELXT within the Olex2 interface. The structure solution 
was found to contain a minor, but clearly visible, disordered 
component, and the disorder is solely in the naphthalene 
moiety (see fig. S18). The disorder is perhaps best explained 

as resulting from a mirror symmetry in the plane defined by 
C(1) (bonded to Co) and partially by Si(1) and O(1). This plane 
also very nearly includes C(2) (carbon bonded to O(1)). The 
occupation of the disordered parts is 4.8%, and including this 
disorder in the model leads to a significant improvement of 
the refinement. 

Despite the significant disorder (one of the consequences 
of which is that some atoms in the structure are nearly over-
lapping, we decided to attempt multipole-based charge den-
sity modeling. The independent-atom model (IAM) structure 
from ShelX was exported to the program XD, which is based 
on the Hansen-Coppens multipole formalism. Herein, we 
kept the extent of disorder fixed on the values obtained from 
ShelX, and furthermore used isotropic thermal parameters 
for the disordered atoms. We did not apply multipole param-
eters to the disordered atoms, which were kept spherical. 
Given the nearly whole-molecule disorder, it is imperative to 
be extremely careful during the refinement procedure. Thus, 
we used constraints to avoid overfitting, which otherwise is a 
possibility in such a disordered system. The use of isotropic 
and spherical disordered atoms helps with this as well. 

The final multipole model consists of hexadecapoles on Co 
and octopoles on all other non-H atoms (except the disor-
dered atoms), while H-atoms were refined using one common 
monopole and bond-directed dipole. The model was reached 
after several refinements, in which the level of multipoles was 
increased by one for each step. Both neutral and ionic scat-
tering factors were tested for Co. In the final model, a neutral 
scattering factor was used. 

In the final refinement, the largest residuals were, as ex-
pected, near the Si and the Co atoms. The largest residuals 
were positive (the largest is around 1.2 eÅ−3 and is close to the 
Co), and significantly larger than the most negative residual 
density peaks, which were around −0.55 eÅ−3. Such large dis-
crepancy between the positive and negative residuals may in-
dicate that the disorder was not fully accounted for. The Co 
atom sits on a special position in the space group with a mul-
tiplicity of 6, and it is possible that the high residual density 
at this position is also a result of this high symmetry. The 
residual near Co does not indicate that the atom sits off-cen-
tered. However, it may be related to the disorder and perhaps 
it does not sit in a harmonic potential. We tried to refine an-
harmonic thermal parameters, but this refinement had no ef-
fect on the residual density. 

The residual density distribution, interpreted using the 
fractal dimensionality plots as first presented by Henn and 
Meindl (fig. S19) (52), shows a somewhat distorted parabola, 
with a slight tendency to increase more toward the positive 
residuals. However, this increase is much smaller than ex-
pected from the significant residuals near Co and Si, and sug-
gests that despite the disorder, the multipole model may be 
quantitatively useful. 

on N
ovem

ber 15, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


First release: 15 November 2018  www.sciencemag.org  (Page numbers not final at time of first release) 10 
 

It is important to note that Co sits on a −3 crystallographic 
position and therefore only four multipole parameters are 
symmetry-allowed. The most important parameter in this re-
spect is the quadrupole along the z-axis. However, in the least 
squares refinement, this parameter correlates strongly with 
the thermal parameters, including U33, which represents the 
atomic vibration along the same z-direction. To avoid this 
correlation, we separated the refinement of multipole param-
eters from the refinement of atomic positions and vibrations. 
We first attempted a high angle refinement of the atomic vi-
brations and positions, but the resulting refinement of mul-
tipole parameters led to unphysical values, for instance 
atomic charges derived from monopole values of more than 
+2, and κ-parameters deviating by more than 20% from 
unity. Instead, we chose to use the full data set to inde-
pendently refine the atomic positions and vibrations of all at-
oms, subsequently fixing these values and refining the 
multipole parameters until convergence. This approach rep-
resented the final model, from which we extracted the d-or-
bital population ratios. In the final model, the charge on Co 
was determined to be +1.3. 
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Fig. 1. Synthesis and structure of linear Co and Zn dialkyl 
complexes. (A) General synthetic scheme for ligands of the type 
HC(SiMe2OR)3 and synthesis of compounds 1 and 2. (B) Molecular 
structure of Co(C(SiMe2ONaph)3)2 (1). Purple, gray, turquoise, red, and 
yellow spheres represent Co, C, Si, O, and H atoms, respectively. Most 
hydrogen atoms have been omitted for clarity. Hydrogen atoms are 
shown on three carbons to illustrate the location of the CH-π 
interactions. (C) Molecular structure of Co(C(SiMe2ONaph)3)2 viewed 
along the molecular z-axis. 
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Fig. 2. Electronic structure analysis. (A) Energy diagram depicting 
the energy and electron occupations of the 3d-orbitals based on 
ligand field analysis of ab initio calculations. (B) Electronic structure 
of (i) a free Co(II) ion, (ii) Co(C(SiMe2ONaph)3)2 (1) considering only 
ligand field interactions, (iii) Co(C(SiMe2ONaph)3)2 considering both 
ligand field interactions and interelectron repulsion, and (iv) the 
splitting of the ground 4Φ state of Co(C(SiMe2ONaph)3)2 due to spin 
orbit coupling according to ab initio calculations. Term symbols are 
for C∞v symmetry. The splitting between the ground MJ = 9/2 and 
maximal excited MJ = 3/2 states is 1469 cm−1.  
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Fig. 3. Variable-field, far-IR 
spectroscopy. (A) Absolute 
transmission spectra for 1 
collected at 4.2 K under applied 
fields ranging from 0 to 11 T. 
Phonon energies used in Eq. 2 to 
describe magnetic relaxation are 
marked with arrows. (B) Plots of 
applied field spectra divided by 
the zero-field spectrum. The peak 
at 450 cm−1 corresponds to the 
transition from MJ = 9/2 to MJ = 7/2. 
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Fig. 4. Magnetic susceptibility 
and reduced magnetization 
analysis. (A) Variable-
temperature molar magnetic 
susceptibility times temperature 
(χMT) for 1 collected under dc 
fields of 0.1, 1, and 7 T; solid lines 
are simulated data from ab initio 
calculations. (B) Reduced 
magnetization data for 1 collected 
at temperatures from 2 to 15 K 
under dc fields of 1, 4, and 7 T; 
solid lines are simulated data 
from ab initio calculations. 
 

on N
ovem

ber 15, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://www.sciencemag.org/
http://science.sciencemag.org/


First release: 15 November 2018  www.sciencemag.org  (Page numbers not final at time of first release) 17 
 

 

Fig. 5. Magnetic relaxation dynamics. (A) Arrhenius plot showing the 
natural log of relaxation time, τ, versus inverse temperature for 1 in the 
absence of an applied dc field (black circles), 1 under a 3000 Oe dc field (red 
circles), and 3 in the absence of an applied dc field (blue circles). Relaxation 
times are determined from fits of ac susceptibility measurements over the 
temperature range of 4 to 70 K. The purple and green lines represent fits of 
the relaxation data for 1 under 0 and 3000 Oe, respectively. (B) Dc 
relaxation and magnetization times for 1 (green circles) and 3 (purple 
circles). The solid lines are from fits describing relaxation via tunneling and 
direct relaxation processes as described in the text and Methods. (C) 
Variable-field magnetization data for 1 collected at temperatures ranging 
from 1.8 to 5 K at a field sweep rate of 32 Oe/s. (D) Variable-field 
magnetization data for 3 collected at temperatures ranging from 1.8 to 5 K 
at a field sweep rate of 32 Oe/s. 
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