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Materials failure, in the form of cracking, is a phenomenon of
fundamental scientific interest and one that impacts a variety of
applications spanning a wide range of fields, particularly those of
materials science and engineering. Experiments have investi-
gated extensively the macroscopic properties associated with
cracking within homogeneous materials as well as at interfaces
between dissimilar materials. Likewise, theoretical modeling via
engineering finite-element approaches[1] and molecular dynam-
ics simulations with empirical embedded-atom potentials[2, 3]

have provided some insight into cracking mechanisms. Never-
theless, these models rely on inherent assumptions concerning
interatomic and/or bulk behavior, a drawback in instances where
fundamental atomic interactions are poorly understood or
improperly characterized by overly simplified model potentials.
A comprehensive study incorporating a first principles approach
at the atomic scale and effectively linking this information to the
macroscopic scale poses an array of challenges, implementa-
tional and otherwise. To date, these difficulties and the computa-
tional expense associated with first principles calculations have
generally motivated employing empirical assumptions to treat
mechanics of the smallest length-scale regime. Resorting to
empirical models limits the chemistry that may be accounted for.
Accordingly, despite widespread scientific interest in the crack-
ing phenomenon, aspects of the microscopic failure mecha-
nisms remain largely a mystery. Herein, we investigate some
aspects of the atomic-level properties which lead to chemically
induced crack formation within a simple model. Finding
methods to smoothly and effectively couple microscopic to
macroscopic modeling is an active area of research[4, 5] and will
provide much-needed insight into a complete mechanism for
chemically induced cracking.

Aluminum is an important engineering material used in a
variety of applications; to understand its behavior under stress is
essential. Under ambient conditions, a self-limiting oxide layer
forms on the aluminum surface and protects the underlying
metal from further oxidation. This, in addition to their light
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weight and strength, makes aluminum alloys popular materials
from which to fabricate, for example, airplane components.[6]

Since the oxidation of aluminum affects its mechanical strength,
it may prove critical to account for such effects in a simulation of
crack growth. Accordingly, we consider a simple model of the
effect of oxidation on crack formation by examining, at the
atomic level, how cracks form in aluminum and its fully oxidized,
stable partner a-Al2O3. More specifically, we calculate the
dependence of the crystal energies upon tensile stress applied
perpendicular to the face-centered cubic (fcc) Al (111) planes and
hexagonal a-Al2O3 (0001) planes, also known as the basal plane
of alumina. These planes were chosen since the most energeti-
cally favorable, low-index surfaces of aluminum are those parallel
to the (111) planes[7] and Al2O3 formed from the oxidized metal
has been shown to grow with surfaces parallel to the (0001)
planes.[8]

Using periodic slab density functional theory (DFT)[9, 10] within
the generalized gradient approximation (GGA),[11, 12] we inves-
tigate crack formation in a-Al2O3 and aluminum.[13] To simulate
crack formation, we introduce a region of vacuum parallel to the
bulk (0001) planes for a-Al2O3 and the bulk (111) planes for Al
and allow the atomic coordinates of the system to relax from
that starting point. We perform a series of such calculations,
introducing successively wider regions of vacuum until the
relaxed system energetics are equivalent to those of isolated
surfaces.

Figure 1 a shows the area-normalized energy increase relative
to the bulk crystal with respect to width of vacuum introduced,
namely, the initial crack separation. The initial steep slope
represents a region where relaxed atoms of the material
uniformly expand to heal the crack. Conversely, the region with
small slope corresponds to the situation where the vacuum is

Figure 1. a) Energy versus separation relative to the bulk for a-Al2O3 and Al with
values for both initial (unrelaxed) atomic coordinates and final (relaxed) atomic
coordinates. Separation refers to the width of crack introduced (zero separation
represents the bulk equilibrium structure). b) Relaxation versus initial separation
relative to the bulk for a-Al2O3 and Al. Zero relaxation represents the bulk
equilibrium interlayer spacing. c) Comparison of UBER curves and our values (the
same as (a)) obtained for Al crack formation. The fits from UBER for both the
relaxed and unrelaxed structures involved separate optimization of the UBER
parameters.
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too large for crack healing to occur upon relaxation; instead, the
system is forced to form a surface on either side of the crack. The
calculated surface energy of a-Al2O3 is much higher than that of
aluminum; it is greatly affected by relaxation of atomic
coordinates due to unfavorable ªbareº Al�3� on the initially
cleaved surface. Upon relaxation, the Al cations relax toward the
plane of oxygen atoms, as has been noted previously.[14±18] From
this plot, we can estimate the cleavage energy, which is the
energy required to form a crack in each material, from the energy
increase, relative to bulk, of the relaxed structure immediately
after a nonhealing crack is formed. For Al2O3 , this occurs at a
separation of 1.2 � with a cleavage energy of 2.6 J mÿ2 relative to
the bulk, while the cleavage energy of aluminum is much lower,
1.5 J mÿ2 at a separation of 2.9 �. Although the significantly
higher value of a-Al2O3 compared to Al may seem counter-
intuitive, recall the present discussion is limited to ideal cleavage
energetics that do not account for effects such as dislocation
nucleation, inherent to ductile cracking. Creating such transient
defects permits macroscopic aluminum to appear much ªstron-
gerº due to its more efficient dissipation of crack-tip energy via
such mechanisms; the inclusion of macroscopic energy dissipa-
tion is essential for a macroscopic strength estimate. On the
other hand, dislocations are less likely to form in Al2O3, due to the
rigidity of ceramic materials, and hence the cleavage energy
calculated here for Al2O3 may be realistic. While Al2O3 appears
ªstrongerº than Al when no dissipative mechanisms are allowed,
its brittleness results in crack formation on a much shorter
separation length scale, as we now describe.

In Figure 1 b, we plot the relaxation of surface atomic
coordinates from their bulk value with respect to the width of
the vacuum region introduced. This figure dramatically displays
the greater extent of the separation region over which Al,
relative to Al2O3, is able to heal the introduced crack. Such
behavior is indicative of ductile versus brittle materials failure.
The a-Al2O3 forms cracks when only 1.2 � of vacuum is
introduced, whereas Al is able to heal cracks over 2.3 � wide!
The interlayer spacing in bulk aluminum is also 2.3 �, so this
introduced vacuum results in an interlayer separation of 4.6 �
over which the Al crystal can heal. The interlayer spacing
between the Al in a-Al2O3 is 0.5 �, hence the crystal is only able
to heal over an interlayer separation of �1.6 �. The Al (111)
surface expands slightly (1.5 %) upon relaxation for large separa-
tions, consistent with experimental observations.[19, 20] As explained
for Figure 1 a, the Al2O3 (0001) surface experiences dramatic inward
relaxation. A surface is created on both sides of the crack;
accordingly, this plot indicates twice the surface relaxation.

While the aluminum crack can heal even with introduction of a
void larger than 2.3 �, the Al2O3 can only heal across crack widths
of �1.1 �. Figure 2 provides an explanation for this observation
with plots of valence electron density. The highly localized
electron density of the ionic crystal a-Al2O3 appears in sharp
contrast to the delocalized (metallic) electron density of
aluminum.[*] The electron density extending across the vacuum

Figure 2. Valence electron-density plots for a-Al2O3 and aluminum. Dark values
indicate regions of highest density. (To facilitate ease of visualization, due to the
high values of the localized electron density on oxygen, the a-Al2O3 plots show ten
equivalent contours whereas the corresponding aluminum plots only have six
contours.) a) Al2O3 unrelaxed structure with 1.0 � vacuum introduced. Note the
continuity of electron density across the crack. This crack heals upon relaxation.
b) Al2O3 unrelaxed structure with 1.2 � vacuum introduced. Note the lack of
electron density bridging the crack. This crack further separates (does not heal)
upon relaxation. c) Aluminum unrelaxed structure with 2.1 � vacuum introduced.
Note the continuous shaded area of low electron density bridging the crack. This
crack heals upon relaxation. d) Aluminum unrelaxed structure with 2.9 � vacuum
introduced. Note the lack of electron density connecting the two surfaces. This
crack does not heal upon relaxation.

region in Al2O3 shows a dramatic decline going from 1.0 � to
1.2 � of introduced vacuum (Figures 2 a and b). By contrast, such
a decline is observed for Al only beyond 2.0 � vacuum. The
behavior associated with relaxing metal surfaces in close
proximity, namely the ªavalancheº effect or ªjump to con-
tactº,[21±24] is related to the extent of the electron density into the
vacuum. The contrast in decay rate of the electron density
between insulators and metals is central to the atomic-level
reasons for brittle versus ductile behavior. The long range of the
density falloff in the metal allows atomic-scale preference for
alternate modes of energy dissipation, namely, atomic ªstretch-
ingº to bridge the void. Naturally, at the macroscopic level,
further evidence for ductile behavior is shown by the preference
for forming dislocation planes over crack-tip propagation.

Although such behavior of the electron density has not been
previously compared for the specific systems of Al2O3 and Al, it is
a result anticipated from understanding electron-density decay
as a function of the relative band gap in the crystal.[25±27] A
previous study designed to model the (111) surfaces of the
semiconductor Si showed a decline of electron density roughly

[*] The lack of electron density at the atomic positions in the Al crystal is due to
the pseudopotential which replaces and mimics the effect of the core
electrons on the valence electrons. Recall the ABC stacking of the fcc (111) cell.
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intermediate to the void widths required for ªcrackingº of our
insulating and metallic systems.[28] A much earlier series of
studies on metal adhesion, including that of aluminum, dis-
played a ªstrong bondingº range of roughly 2 �.[29] Recently,
Ismail-Beigi et al. derived a simple empirical approximation to
the electron-density decay for metals and crystals with relatively
small bandgaps. However, this same study concluded that for
tightly bound insulators,[**] a simple analytical form to describe
the spatial decay of the electron density is not readily
obtainable; rather, it strongly depends on specifics of the atomic
potentials in the crystal.[30] This highlights the importance of a
high quality materials description at the atomic scale, even when
one is interested in macroscopic phenomena.

The so-called universal binding energy ± distance relationship
(UBER) is a popular empirical relation, purported to describe
cohesion and adhesion of metals, that has been shown to
capture the essential features of the energy versus separation
curve for a variety of covalent diatomic species and unrelaxed
metal surfaces.[31] An attempt to describe ionic crystals, related in
spirit to the UBER, has been proposed but has been limited to
very simple crystals in application.[32] Just as generic analytical
forms for the decay of the electron density are inadequate for
tightly bound insulators, so too the UBER is unable to capture
the features of relaxed energy versus separation curves.
Although the UBER works fairly well for rigidly separated cracks
in metals, obtaining a good UBER fit is not possible when surface
relaxation is allowed. For example, Figure 1 c displays our UBER
fits for both the unrelaxed and relaxed aluminum data sets. The
two parameters in the UBER were varied to obtain optimal fits.
Given the small surface relaxation in aluminum compared to
Al2O3 and that the UBER was only claimed to be applicable to
metals and covalently bonded diatomic species,[31] this should
have been the optimal case for the UBER to be successful. The
large relaxation of the Al2O3 surface and the ionicity of the crystal
make it a very poor candidate for the UBER approximation.
Nevertheless, despite the relatively ªidealº properties of alumi-
num for application of the UBER, the approximation breaks
down with inclusion of surface relaxation. Similar limitations in
the UBER approximation apply to previous theoretical studies of
the adhesive ªavalancheº[21±24, 28] and in attempts to model
experimentally observed behavior between an STM tip and an Al
surface.[33, 34] This provides further incentive for use of ab initio
data as input to continuum models, since surface relaxation will
occur on the time scales for most mechanisms of crack
propagation.[35]

In sum, we find that the sharp falloff in electron density at
Al2O3 surfaces provides a nanoscale explanation for the brittle-
ness of alumina, since cracks form after the lattice experiences
small expansions that correspond to loss of ªbridgingº electron
density across the crack. Moreover, the large structural relaxation
of Al2O3 surfaces inhibits healing of small cracks, once they are
formed. This structural relaxation diminishes the acceptability of
simple interaction models in macroscale simulations and
suggests such relaxation should be accounted for in the future.

Finally, this work implies that the oxidation of aluminum
enhances both crack initiation at Al surfacesÐdue to the brittle
behavior of Al2O3Ðand perhaps crack propagation, since
ambient air will oxidize both the crack tip leading edge and its
surfaces, to render cracking into the bulk more facile.
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Fractal geometry is nowadays employed in many branches of
science, from physics, chemistry and biology to engineering and
geology. It can be used in the description of percolation systems,
growth models, material fracture or surfaces and interfaces, to
name just a few of its applications. For an introduction on
general topics of fractals and disordered systems, see references
[1, 2] . In the area of liquid crystal (LC) research, fractal analysis
has been employed in the study of the Saffman ± Taylor
instability in Hele-Shaw cells.[3±6] Patterns formed in viscous
fingering were found not to be fractal, while their perimeter was.
An estimation of the fractal dimension of a dendritic-type texture
of a discotic columnar ± hexagonal ordered phase was reported
in reference [7]. Other investigations were related to the

distribution of nuclei[8] and topological defects[9, 10] in nematic
LCs and patterns formed at the traveling TGB-SmA* interface.[11]

Liquid crystal-related topics having been treated by fractal
analysis include burn patterns formed during dielectric break-
down of liquid crystal cells,[12] characterisation of polyimide in
Langmuir ± Blodgett films for alignment layers[13] and an AFM
topology study of SiO substrate layers used for bistable
anchoring of nematic LCs.[14]

In this study, the phase-ordering process of the liquid
crystalline B2 phase from the isotropic melt is studied with
respect to the occurrence and development of fractal growth
patterns.

The compound under investigation is a bent-core or so called
banana molecule, with the structure given by 1.

Its phase-transition temperatures, as determined in this study
by polarising microscopy on cooling, are Iso. 169.6 B2 150.3 BX
145.5 Cryst. (all temperatures in degrees Celsius). These vary
from the originally reported transition temperatures,[15] which is,
however, of no relevance to the present investigations. In this
study, we are only concerned with the transition from the
isotropic phase to the liquid crystalline B2 phase. The transition
enthalpy for Iso.!B2 was determined by differential scanning
calorimetry to be DH� 5.7 kJ molÿ1.[15] The B2 phase is a fluid
smectic phase of C2v symmetry. It has recently attracted much
attention, due to its polar order and antiferroelectric switching
behavior, despite the fact that the constituent molecules are
achiral.[16] For further details on banana molecules, phase
structure and properties, refer to a recent review by Pelzl et al.[17]

The compound does show a rather broad two-phase region
on the formation of the liquid crystalline phase of about 3 K,
which is quite common for bent-core mesogens. As the sample
is not a mixture of different components, this is attributed to
impurities contained within the LC. Here, the transition temper-
ature was taken as the one where first germs of the B2 phase
were observed within the isotropic melt on very slow cooling.

For the determination of the fractal dimension D, several
different methods were employed, as listed below.[1, 2, 18]

1) The box-dimension method, where the fractal dimension Db

is given by the exponent in the proportionality in Equa-
tion (1), with N(d) representing the number of boxes of size d
occupied by the data set.

N(d) � 1

dDb
(1)

2) The information-dimension method, which defines the fractal
dimension Di from the proportionality in Equation (2).

I(d) � ÿDi log(d) (2)
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