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ABSTRACT: Glass transitions of secondary organic aerosols (SOA) from
liquid/semisolid to solid phase states have important implications for aerosol
reactivity, growth, and cloud formation properties. In the present study, glass
transition temperatures ( Tg) of isoprene SOA components, including isoprene |
hydroxy hydroperoxide (ISOPOOH), isoprene-derived epoxydiols (IEPOX), T oH 080,
2-methyltetrols, and 2-methyltetrol sulfates, were measured at atmospherically TTT f HO\/i\(\OH HO\/IVOH
relevant cooling rates (2—10 K/min) by thin film broadband dielectric KX oH OH
spectroscopy. The results indicate that 2-methyltetrol sulfates have the highest ~ © N/ ® 2-methyltetrols organosulfates

glass transition temperature, while ISOPOOH has the lowest glass transition * Glass ‘&

temperature. By varying the cooling rate of the same compound from 2 to 10 Transition

K/min, the T, of these compounds increased by 4—5 K. This temperature Q log(CO)Volatility
difference leads to a height difference of 400—800 m in the atmosphere for the

corresponding updraft induced cooling rates, assuming a hygroscopicity value (k) of 0.1 and relative humidity less than 95%.
The T, of the organic compounds was found to be strongly correlated with volatility, and a semiempirical formula between glass
transition temperatures and volatility was derived. The Gordon—Taylor equation was applied to calculate the effect of relative
humidity (RH) and water content at five mixing ratios on the T, of organic aerosols. The model shows that T, could drop by
15—40 K as the RH changes from <5 to 90%, whereas the mixing ratio of water in the particle increases from 0 to 0.5. These

results underscore the importance of chemical composition, updraft rates, and water content (RH) in determining the phase
states and hygroscopic properties of organic particles.
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1. INTRODUCTION

Oxidized organic species comprise a large fraction (20—80%)
of submicron atmospheric aerosol particulate matter (PM),
especially outside large urban and intensive industrial regions."
Secondary organic aerosols (SOA) account for a large fraction
of the organic particulate matter.” SOA is formed by gas phase
oxidation products of volatile and semivolatile organic species
that have condensed on pre-existing aerosol particles, under-

environments and become liquid at relative high humidity.~"*
For instance, inertial impaction studies have shown that a large
fraction of SOA particles produced in Finnish forests as well as
in environmental chambers and flow reactors from biogenic
and anthropogenic organic precursor vapors bounce, indicating
that they are in a solid or semisolid state.""'® Tt is clear that
these solid or semisolid particles are not organic crystals,
because they are created by photochemical processes known to

gone multiphase chemistry reactions, or nucleated with other
secondary pollutants like sulfuric acid to form new particles. It
was initially assumed that organic aerosols (OA) would always
be liquid, particularly at high relative humidity where organic
and inorganic water-soluble PM components deliquesce.””
However, recent evidence suggests that both laboratory-
simulated and ambient atmospheric SOA particles are often
solid (glassy) or semisolid in low-to-medium humidity
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produce a large number of distinct semivolatile products that
co-condense, thereby inhibiting crystallization.'® This study
focuses on examining the effects of cooling rates, volatility, and
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water content on the glass transitions of organic compounds
and its atmospheric implications. To investigate the above
effects, the glass transition temperatures of SOA surrogates and
isoprene-derived SOA components, which include isoprene
hydroxy hydroperoxides (1,2-ISOPOOH), trans-f-isoprene
epoxydiols (trans-f-IEPOX), 2-methyltetrols (2-MT), and 2-
methyltetrol sulfates (2-MT-OS), were measured by broad-
band dielectric spectroscopy (BDS). The above isoprene-
derived compounds represent different stages of the isoprene
oxidation process in the atmosphere and thus have decreasing
volatility, which makes them ideal for examining the effects of
volatility on the glass transition temperature. ISOPOOH is the
most volatile species of the four and is produced from the gas
phase oxidation of isoprene by OH and HO, radicals."”
Further reaction of ISOPOOH with OH radicals generate
IEPOX, a semivolatile compound that can partition between
particles and the gas phase.'® Heterogeneous reactions of
IEPOX with acidified sulfate particles produce semivolatile
condensed phase species, including 2-methyltetrol, alkene
triols, and organosulfates such as 2-methyltetrol sulfates.'””" 2-
Methyltetrol and 2-methyltetrol sulfates can account for up to
30 and 65% of the isoprene-derived SOA mass from the flow
tube and chamber studies, respectively.”' >

The glassy phase state of atmospheric organic compounds is
important not only for understanding the science related to
their evolution and reactivity but also for their influence on
climate change and air quality’® " through effects on
heterogeneous reactions with trace gases’*> as well as altering
ice nucleation properties.”” > The increased ability of glassy
OA to nucleate ice crystals that form cirrus clouds in the upper
troposphere may be particularly important given the key role
these clouds have in global warming.”**® There has been
considerable progress in predicting the ice nucleation proper-
ties of organic aerosols in the past decade. Koop et al. have
estimated glass transition temperature (T,) values of 268—290
K for a range of surrogate biogenic SOA compounds, with
oxidation and/or oligomerization reactions leading to higher
molecular weight and/or more viscous products with higher
Tg.27 Dette et al. used the “metastable aerosol by low
temperature evaporation of solvent (MARBLES)” techniques
to measure the glass transition temperatures of binary mixtures
of the oxidation products of a-pinene SOA as well as organic—
inorganic mixtures.””® Berkemeier et al. and Lienhard et al.
examined the effects of relative humidity and water content on
the glass transition of organic aerosols as well as how water
diffusion is controlled by cooling rates and temperatures.””*’
Their findings indicate that diffusivity of water can influence
the glass transition process for organic aerosols, depending on
the conditions.’”** Another factor that can directly influence
the glass formation is the cooling rate. Previous studies have
shown that a faster cooling rate enables the supercooled liquid
molecules to fall out of equilibrium sooner and thus makes
these molecules become glass at a higher temperature.*"**
However, few studies have attempted to quantify either the
influences of cooling rate on the glass transition temperatures
or the implications of such effects in the ambient environ-
ment.”> Experimental data on the glass transition of
atmospherically relevant organic components, including the
effects of cooling rates and water content on glass transitions of
organic aerosols, are also limited.””**

In a previous study, we have shown that broadband
dielectric spectroscopy (BDS) of aerosol particles deposited
in the form of a thin film onto an interdigitated electrode

(IDE) provides dipole relaxation rates for organic aerosols as a
function of temperature.** We have demonstrated that this
IDE-BDS technique can be used to characterize glass
transitions for both simulated and ambient organic aerosols.
In the present study, we use this technique to address some of
the currently less well understood aspects of liquid-to-glass
phase transitions of atmospherically important organic
aerosols. We conducted experiments that examined four
topics: (i) the glass transition temperatures of isoprene
hydroxy hydroperoxides (1,2-ISOPOOH), trans-f-isoprene
epoxydiol (trans-B-IEPOX), 2-methyltetrol, and 2-methyltetrol
sulfates, all compounds that are oxidation products of isoprene
in the ambient environment and can form isoprene-derived
SOA,***** which were measured by thin film BDS; (ii) the
dependence of glass transition on the cooling rate at
atmospherically relevant cooling rates from 2 to 10 K/min
which was measured to parameterize the effects of updraft
velocity on glass transition temperatures; (iii) the relationship
between glass transitions of organic aerosols and their
saturation vapor pressure; and (iv) the effect of water and
additional organic components on the glass transitions of
organic components.

Studying these four aspects of the glass transition process of
the organic aerosols helps bridge the gap between laboratory
measurements and atmospheric models by parameterizing the
existing data for atmospheric modeling.

2. MATERIALS AND METHODS

Isoprene hydroxy hydroperoxide (1,2-ISOPOOH), trans-f5-
isoprene epoxydiol (trans-B-IEPOX), 2-methyltetrol (2-MT),
and 2-methyltetrol sulfates (2-MT-OS) were synthesized in-
house by published procedures.***” The purity of the all the
compounds was 99.9% except for 2-methyltetrol sulfates,
which has a purity of 50.4%. The balance for the 2-methyltetrol
sulfates samples was inorganic sulfates (ammonium bisulfates
and ammonium sulfates).”>*¢

The experimental setup is shown in Figure S1 and is similar
to that previously described.** The setup provides for sample
generation via homogeneous nucleation of pure sample or
binary mixtures, thin film formation via electrostatic precip-
itation on the IDE with associated humidity control, and
temperature conditioning of the chamber and BDS measure-
ment.

2.1. Sample Preparation and Broadband Dielectric
Spectroscopy. The samples were prepared by two
approaches. In the first method, in order to mimic the small
size of ambient aerosols, the synthesized isoprene-derived SOA
components are heated and homogeneously nucleated to form
submicron particles. These particles are then electrostatically
deposited onto the IDE substrates, as described by Zhang et
al.™ Briefly, the sample material to be studied (~0.2 g) is
placed in a round-bottom flask equipped with a water-cooled
condenser and heated to 50—65 °C.** A flow of 2 L/min dry
air through the condenser carried the aerosol particles for
precipitation onto the IDE. An IDE (NIB003744, MS-01/60,
NETZSCH Instrument North America) is used in this study as
a substrate for measuring the dielectric constants of organic
materials. The IDE consists of two thin electrodes that are
interdigitated like entwined finger tips. A stream of aerosolized
oxygenated organic liquid droplets to be studied is passed
through a high-voltage corona discharge (—5000 V) and
directed over the substrate held at +3000 V within the
precipitator. The charged particles are electrostatically
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Pressures
T, (K)°
compound formula T, (K) (measured)® (predicted) saturation vapor pressure (atm)
glycerol C;H,04 <189 K (2 K min~1)** 208.5 (2.2 £ 0.6) x 1077, predicted®>*®
192 + 2 K (5 K min~")*
194 + 2 K (10 K min~)*
ISOPOOH CsH,00; 142 + 3 K (5 K min™!) 221.8 (6.3 + 4.1) x 1075¢ predicted”’
IEPOX CsH;oO; 163 +£2 K (2 Kmin™) 221.8 (3.4 £ 1.9) x 1074 predicted”
166 + 2 K (5 K min™")
168 + 2 K (10 K min™")
169 + 2 K (15 K min™")
169.7 + 2 K (20 K min™")
lactose C,H»Oy; 379 £ 11 K7 336.7 (4.5 + 4.1) x 107Y, predicted”
3-methyl-1,2,3-butanetricarboxylic acid (3- CgH,,04 305 + 5 K** 285.6 (2.2 £1%) x 107", measured”
MBTCA)
2-methyltetrol CH,,0, 226 +3 K (2 Kmin™") 243.5 (2.1 £29) x 1078, predicted”
230 + 2 K (5§ K min™")
232 + 3 K (10 K min™")
2-methyltetrol sulfate CH,,0,S 276 + 15 K (5§ K min™") >298° (22 £2°) x 107", predicted”®””
citric acid C¢H;0, 289.6 +3° K 292.5 1.0 X 107°=8.6 x 107" f measured®®
(5K min—l)38,44,98,99
1,2,6-hexanetriol C¢H,,0,4 192-206 K310 227.0 (2.1 £ 1.2) X 107, predicted and
measured®®
cis-pinic acid CoH,,0, 268 + 5 K7 262 (4.3 + 3.8) x 107'°, measured'”!
cis-pinonic acid CioH;s0; 265 + 11 K 249 (7.6 £ 5) x 107°, measured"”"
di-n-butyl phthalate CigHpO,  174—180 K*'* 290.3 (3.9 £ 0.1) X 107% measured'®
dioctyl phthalate C,,H30,  190—194 K*73 322.8 (1.3 + 0.1) X 107, measured'®®

Table 1. Measured and Predicted Glass Transition Temperatures of Selected Compounds and Estimated Saturation Vapor

“Brackets indicate the cooling rate at which the glass transition was measured. YThe predicted T, was based on the modeling parametrization in

g

DeRieux and Li et al.”® “The original paper did not specify an error bar. The error bar is based on the model performance discussion in the original
manuscript.'®* “The vapor pressure was calculated by using the EVAPORATION model. The error bar is based on the evaluation of the model.”>
“An estimation based on DeRieux and Li et al. was used assuming one sulfur atom is an oxygen atom, as the original model does not include any
parametrization of sulfur-containing compounds. Because the sulfur atom is heavier than the oxygen atom, organosulfate compounds should have a
higher glass transition temperature than the CHO compounds with the same formula. Therefore, this is a lower-bound. IThe experimental
measurement for citric acid spanned a wide range of values. The final result we used is based on the averaged measured values for the vapor

12+ 15

pressure of citric acid, 9 X 10~ atm.

deposited onto the substrate, gradually merging to form a thin
film. The film was shown to have a roughness of 1 nm, and the
thickness was calculated to be 5—10 pm based on a previous
work.*” The film thickness needed to be more than the IDE
spacing to obtain the best signal reading.’’ In the second
sample preparation method, ~50—100 uL of the samples
(including 2-MT-OS, binary organic—organic mixtures, and
the organic—water mixtures) is transferred onto the IDE
substrate from a micropipette to cover the electrodes with a
relatively thin film.

The BDS instrument used in this study is manufactured by
NETZSCH Inc. (model DEA 288). The working principles of
the instrument have been discussed in previous studies.*"’
Briefly, the instrument is flushed with dry nitrogen until the
dew point sensor (Honeywell Inc., Model HIH-40000-001)
shows a dew point of the outflow to be less than —70 °C. An
oscillating electric field applied to the IDE electrodes is
scanned from 107" Hz to 1 MHz in 30 s, and the impedance of
the sample (Zsample) is measured as a function of the applied
frequency. The dielectric constant (&) of the sample can be
derived from Z,. via Eqn. (S1). The glass transition
temperature of a compound is determined by deriving the
relaxation timescale, 7, from fitting the Havriliak—Negami
equation***" for the dielectric constant and plotting log 7
versus 1/T, as described in a previous publication.** The
detailed procedure for determining 7 is illustrated in the
Supporting Information (Eqns. S2 and S3).

Glycerol (99%, Sigma-Aldrich, St. Louis, MO, USA) was
used in our previous study as the calibration compound for
measuring the dielectric constant (¢) using the same setup, and
the results match reported literature values."* The results
demonstrate that our measurements of glass transition
temperatures match those previously published results for
both glycerol and citric acid.**

2.2. Cooling Rate and Water Content Control. The
cooling rate-dependent glass transition was measured for single
and binary organic samples prepared either as dry compounds
or mixed with water. The sample was placed on an IDE inside
a temperature conditioning chamber. The chamber consists of
a stainless steel cap and a surface temperature controlled by a
liquid nitrogen cooler or a resistive heater. The chamber is
flushed with dry nitrogen gas to reduce the relative humidity
(RH) prior to temperature conditioning. The size of the
sample was inspected before and after the experiments to verify
that there was no significant evaporation or condensation of
the water and organic compound. The small volume of the
sampling chamber (~77 cm?) is likely not going to alter the
liquid content of the organic—water mixture significantly. The
Gordon—Taylor equation (Eqn. S4) was used to calculate the
glass transition temperature of organic—water mixtures, and
these calculated T, values were compared with the measured
results. The sample temperature can be controlled between
—150 and +200 °C. The typical cooling cycle starts at
approximately 20 °C and ends at about —140 °C. The cooling
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cycles are adjusted to three desired cooling rates that are
comparable to ambient atmospheric conditions: 2, S, and 10
K/min. Details of the experimental setup are shown in Figure
S1.

2.3. Calculation of Cooling Rate-Dependent Glass
Transition Temperatures. The glass transition temperature
is known to change with the sample cooling rate. Kinetic
theories have shown that as a compound is cooled and
transformed from liquid to supercooled liquid, the decrease in
the thermal motion of molecules results in an increase in the
timescale of molecules to reach equilibrium with any other
perturbations, which is defined as the relaxation timescale. The
logarithm of the relaxation timescale of the supercooled liquid
molecules versus 1/T often exhibits a super-Arrhenius
behavior.*”** As the temperature further decreases and the
equilibrium rate exceeds the cooling rate, the liquid compound
reaches the glassy state. The logarithm of relaxation timescale
of the molecules versus 1/T then shows an Arrhenius
behavior.>” As the cooling rate increases, the temperature at
which the liquid can no longer maintain thermal equilibrium
also increases, corresponding to a higher glass transition
temperature, as shown in Figure S2. This theory was
incorporated into the “East Model” by Chandler et al. to
predict glass-forming processes and has been shown to match
experimental results.””** Similarly, because the BDS instru-
ment can provide the equilibrium relaxation timescale of the
sample organic molecules, it can determine when a compound
no longer maintains liquid equilibrium and becomes glass at
the selected cooling rate.

3. RESULTS AND DISCUSSION

3.1. Glass Transition Temperature of SOA Com-
pounds and Surrogates. Table 1 shows the glass transition
temperature and saturation vapor pressure of selected organic
compounds and isoprene-derived SOA components from this
study and previous studies.””**>' The volatilities of the
compounds in Figure 1 decrease as the compounds become
more highly functionalized with oxidation.

4_
¢ ISOPOOH
» IEPOX )
A 2-Methyltetrols
29 @ 2-Methyltetrols OS T=166K

Tt

T=1422K

1000/ Temperature (K_l)

Figure 1. Logarithm of the relaxation timescale versus 1000/
temperature (K™') of isoprene oxidation products at a 5 K/min
cooling rate. The darker color shades represent the super-Arrhenius
region, and the lighter color shades represent the Arrhenius region.
The intersection between the Arrhenius and the super-Arrhenius
curves determine the glass transition temperatures. A high-resolution
plot of the glass transition of 2-methyltetrols and 2-methyltetrol
sulfates can be seen in Figure S1.

The relaxation time, 7, of each sample compound as a
function of BDS input frequency and temperature is shown in
Figure 1."* Based on the East Model theory describing the
glass transition processes, log 7 values obtained at the higher
temperature range are fitted to the super-Arrhenius function,
and the data obtained at the lower temperature range are fitted
to the Arrhenius function.”®***>* The intersection between
the super-Arrhenius and the Arrhenius curves corresponds to
the glass transition temperature.

Figure 2 shows the experimental values of glass transition
temperatures of three sample compounds at a 5 K/min cooling
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Figure 2. Glass transition temperatures (at S K/min cooling) of
isoprene oxidation products and compounds from additional
studies"*>7% as a function of the saturation vapor pressure (bottom
x axis) and effective saturation concentration (top X axis, assuming an
average molar mass of 200 g mol ™" and activity coefficient of 1). The
colors and the error bars of the data points are based on the measured
glass transition temperatures shown in Table 1. The dashed curve
represents a fitted function for log(p,) versus T, of all compounds
excluding aromatic components (phthalates).

rate obtained by the procedure described. The glass transition
temperatures of ISOPOOH and IEPOX are 142 + 3 and 166
+ 2 K, respectively, while 2-methyltetrol shows a much higher
glass transition temperature of 230 + 2 K. The glass transition
temperature of 2-methyltetrol at a 10 K/min cooling rate is
232 K + 3 K, which agrees within the error bar range of similar
measurements performed by Lessmeier et al. using differential
scanning calorimetry (DSC).>> DSC uses faster cooling rates of
10—50 K/min, often leading to a difference of ~10 K in T,
measurement when compared with the BDS method.*® The 2-
methyltetrol sulfates with inorganic sulfates mixture have a
glass transition temperature of 252 + 3 K. Each experiment
was repeated at least three times to calculate the average
relaxation time and the standard deviation at each temperature,
as shown in Figure 2 and Figure S3. The error bars for the glass
transition temperatures are calculated based on one standard
deviation of the pre-averaged fitting curves in the super-
Arrhenius and Arrhenius regions. The data points in the
transitional region between the super-Arrhenius and the
Arrhenius sections are fitted with both formulas and should
belong to the fittings that generated the higher coefficients of
determination (R*). Murray et al. showed that the phase state
of the organic aerosols could impact their ice nucleation
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properties, with enhanced heterogeneous ice nucleation
observed for aerosols in glassy phase states.”” The T, of pure
2-methyltetrol sulfates is determined to be 276 + 15 K by
applying the purity and glass transition temperatures of the
mixture and inorganic sulfates (assuming all sulfates were
ammonium bisulfate) to the Gordon—Taylor equation (Eqn.
S4), with the details of the calculation shown in the Supporting
Information. The higher glass transition temperature of 2-MT
and 2-MT-OS indicates that isoprene-derived SOA, which
contains a large mass ratio of 2-MT and 2-MT-OS, is likely
able to reach the glassy phase state in the upper troposphere,
where temperatures are often below —45 °C.>® The relatively
high glass transition temperatures of 2-methyltetrol and 2-
methyltetrol sulfates make them candidates to nucleate ice
heterogeneously and potentially promote the formation of
cirrus clouds.*>*’

The vapor pressure, glass transition temperature, melting
temperature, and viscosity are all influenced by the van der
Waals forces between the molecules. Stronger van der Waals
forces often lead to lower vapor pressures and melting
temperatures, with higher glass transition temperatures and
viscosities.””*” Koop et al. showed that there is a linear
empirical relationship between the glass transition temper-
atures of organic compounds, T, with their meltin7g temper-
atures, T, which can be expressed as T, o T,.”” Trouton
showed that the correlation between the enthalpy of
evaporation, AH,,, (AHvap x — log py, at a given
temperature), and the enthalpy of fusion, AHg, (AHg, «
Tm),61 exists in many species, suggesting that the vapor
pressure of a compound can be linked to its glass transition
temperature through its melting temperature.”” Wang and
Richert show that there is a positive correlation between the
glass transition temperature (T,) and the boiling temperature
(Ty) for a variety of liquids (T, o Ty).%* Because the boiling
temperature is directly related to the enthalpy of evaporation
(Ty « AH,,,), the above relationship can be translated as the
T, is positively correlated with the enthalpy of evaporation (T,
[+ AHvaP) and negatively correlated with the logarithm of the
vapor pressure (Tg x — log pvap).63 Modeling results reported
by Shiraiwa et al. also suggest there is a relationship between
the volatilities of the organic species and their glass transition
temperatures.”* The literature studies above suggest a potential
monotonic relationship between the logarithm of vapor
pressures and glass transition temperatures of chemical species.
Hence, the logarithm of the predicted saturation vapor
pressures of the compounds (p,, atm) and their glass transition
temperatures (Kelvin) obtained from the data of this study and
the other studies***>~°® are shown in Figure 2, which exhibits
a highly negatively correlated relationship.”>** Strong van der
Waals forces tend to distort such semiempirical relation-
ships;®””® therefore, aromatic (phthalate) compounds were
excluded from calculating the correlation between log(p,)
versus T, Table 1 and Figure 2 show that the plot of log(p,)
versus T, of the nonaromatic compounds follows a negatively
correlated semiempirical relationship expressed in eq 1 and
shown as a dashed curve in Figure 2.

54395
(log, (p, /atm) — 1.7929)* + 11649
(1)
In atmospheric sciences, the effective saturation concen-

tration, C* (ug m™), is often used rather than the pure
compound saturation mass concentration c° (ﬂg m_3),

T,/K = 480.07 —

Pankow et al. and Donahue et al. show that the p, and C*
can be linked by the following equation:*”"”*

6 PM 6
e M107Cp, 2. Cy N M107Cp, _ o
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where M, is the molar mass of the organic compound i, (g
mol™), ¢ is the activity coefficient on mole fraction basis
(often 0.3 < ¢ < 3), R is the ideal gas law constant (R = 8.2 X
107 m*® atm mol™ K'), and T is the temperature (K),

¥, CM is the sum of all k organic compounds in the particle
phase, representing the total organic mass concentration (ug

- . oM.
m™3), M, is molar mass of compound k, and I~ is the total
k

moles of organic compounds in the particle phase. If assuming
the molar masses of all the compounds in the aerosol phase
were the same or very similar, the first part of Eq. (2) can be
simplified to derive the second part with approximation.
Therefore the main difference between C° and C* is that C*
includes the effects of thermodynamic mixing and activity
coeflicient { that typically exist in complex mixtures.

By combining eqs 1 and 2, we also provide the correlation
between the effective saturation concentration with the glass
transition temperature in the following equation:

T, = 480.07 - 54395 i
(logw( ect) - 1.7929) + 11649
= 480.07 — 54395 i
(1ogm(%c°) - 7.7929) + 11649
= 480.07 — 54395

2
RT
<logw(ﬁC*> - 7.7929) + 116.49

(€)

Equation 3 shows that the glass transition of the aerosol
component is highly dependent on the pure compound
saturation mass concentration C’. Further, the glass transition
temperature can be derived from the effective saturation
concentration (C*) or the volatility of SOA when the matrix
effects between different organic components in the SOA are
not strong. If assuming that the Gordon—Taylor coeflicient
between each organic component is 1,* then the average glass
transition of an organic aerosol can be derived from the linear
combination of its volatility bins.

Figure 3 compares T, of the compounds investigated in this
study and other studies***"”*"® derived from modeling and
experiments. The modeling results generally predict glass
transition temperatures within 20 K of measured values, except
for ISOPOOH, IEPOX, and aromatic phthalate compounds,
where the modeling results overpredict T, by up to S0 K. The
DeRieux and Li et al. model used a total of 300 compounds to
empirically fit the glass transition temperatures under dry
conditions based on the number of carbon, hydrogen, and
oxygen atoms. Overall, the DeRieux and Li et al. model did a
reasonably accurate calculation for the T, of CHO species, as
shown in Figure 3. Because phthalate compounds are known to
have relatively low T, despite their relatively large molecular
mass,””**** such data involving aromatic phthalate com-
pounds showed deviations between measurements and models
and were excluded in the linearity calculation. For instance, the
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Figure 3. Comparison between the measured glass transition
temperature from dielectric analysis and the modeled results based
on DeRieux and Li et al.”® The colors and the error bars of the data
points are based on the measured glass transition temperatures shown
in Table 1. The black dashed line represents the fitted line for all
compounds excluding aromatic components (phthalates).

hydrperoxide group of ISOPOOH and epoxide group of
IEPOX may also be able to explain the difference between the
measured and the predicted values. Because the glass transition
temperatures are known to be highly de;)endent on the
molecular interactions and functional groups,”””””® the model
may not be able to accurately predict the glass transition
temperatures of each individual compound, However, DeRieux
and Li et al. model may still be useful for estimating the T, of
complex SOA mixtures as the averaged glass transition
temperature of organic mixtures in the SOA system is likely
going to follow the modeling result that is trained based on the
statistical average of hundreds of compounds.

Studies also have shown that the molar mass of the organic
compound could be an important variable in driving the T, of
dry organic components and an indication of the extent of
intermolecular bonding."""'>*””® Figure $4 shows the observed
T, of each compound in Table 1 as a function of its molar mass
and oxidation state (oxygen-to-carbon ratio, O:C). A weak
correlation was observed between the T, and the inverse of the
molar mass. The aromatic phthalate compounds also show a
different trend compared with other CHO components in
Figure S4, suggesting the importance of certain functional
groups in altering the glass transition temperatures, which
needs to be further examined. The relatively accurate
prediction of glass transition temperatures using saturation
vapor pressures in Figure 2 suggests that the vapor pressure of
individual compounds and aerosol volatility may provide an
alternative approach for easily estimating the glass transition
temperatures of nonphthalate components by using eqs 1 and
3. The advantage of eq 1 is that it already considers the effects
of molecular interactions on glass transition temperatures by
incorporating the vapor pressure term. Equations 1 and 3 are
based on the compounds investigated in this report; further
studies on more organic compounds are needed in order to
further improve the relationship of saturation vapor pressure
and glass transition temperatures.

3.2. Effect of Cooling Rates on Glass Transition
Temperatures. Experiments at three atmospherically relevant
cooling rates were conducted to estimate the effects of the

updraft rate of air parcels on the glass transition of SOA. The 2
K/min cooling rate is the baseline condition, indicating a
relatively slow cooling rate of air parcels, while the 5 K/min
cooling rate is a moderate cooling rate, and the 10 K/min
cooling rate is a high-end estimate of the cooling rate that
typically occurs in intense storm systems. The cooling rate-
dependent glass transition temperatures of IEPOX and 2-
methyltetrol are shown in Figure 4 and Figure SS5: the glass
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2 < 15K/min
B 20K/min
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Figure 4. Logarithm of the relaxation time of IEPOX as a function of
1000/temperature (K™') with selected cooling rates. The inset shows
the glass transition temperature derived from the relaxation times.

transition temperature increases by 5—6 K as the cooling rate
changes from 2 to 10 K/min, and IEPOX shows a further
increase of 2 K as the cooling rate changes from 10 to 20 K/
min. The error bars in Figure 4 are estimated by calculating the
slopes of the super-Arrhenius region and the Arrhenius region
and where they intercept.”* The 5 K change of glass transition
temperature corresponds to 400—800 m of vertical height
difference in the atmosphere, depending on the relative
humidity of the environment and the hygroscopicity of the
aerosol particles, assuming an environmental lapse rate of 6.49
K/km. The dependence of T, on the cooling rate suggests that
OA may become glassy at a lower altitude when the updraft
rate of the air parcel is high. Besides the cooling rate-
dependent glass transition temperatures measured in this
study, a previous study also reported a similar difference of ~5
K of Tg when the cooling rate increases from 2 to 10 K/min for
other species, thus making the results above likely applicable to
other organic aerosol systems as well.*

3.3. Effect of Organic Composition and Water
Content on Glass Transition Temperatures. Atmospheric
OA is composed of hundreds of molecular species having a
wide range of functional groups and chemical composi-
tion.”’ ™* Depending on the composition, these molecules
can either have similar or distinct glass transition temperatures.
Dette and Koop measured the glass transition temperatures of
mixed SOA components having differences in T, larger than 40
K.>” However, the effects of mixtures and mixing ratios of SOA
surrogates with similar glass transition temperatures are not
well understood yet, as a previous work by Koop et al. rezported
that the Gordon—Taylor equation may not always work.”” This
study examines the glass transition temperatures of binary
organic mixtures having similar T, values as a function of
mixing ratio. The difference in the glass transition temperature
of the pure components in the mixtures ranges from 2 to 5 K.
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Figure 5 and Figure S6 show the measured glass transitions for
binary mixtures of glycerol with 1,2,6-hexanetriol and glycerol

ratios of water and surrogate SOA compounds. Figure 6 shows
the T, of 1,4-butanediol—water mixtures as a function of
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Figure 5. Glass transition temperatures of well-mixed binary glycerol/
1,2,6-hexantriol solutions as a function of mixing ratio at the 5 K/min
cooling rate. The results do not follow the Gordon—Taylor equation
(dashed line). The insert shows the log 7 of the mixture as a function
of inverse temperature.
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Figure 6. Glass transition temperatures of well-mixed aqueous 1,4-
butanediol as a function of mixing ratio. The glass transition of water
is 136 K.'% The glass transition temperatures of the mixtures follow
the Gordon—Taylor equation (dashed line). The inset shows the log 7
of the mixture as a function of inverse temperature.

with 1,4-butanediol, with the Gordon—Taylor constant (kgr)
being 0.798 and 0.802, respectively. In contrast to binary
mixtures with >20 K difference in glass transition temperatures,
the glass transition temperatures of binary mixtures with
similar T, do not follow the Gordon—Taylor equation, as

8
similar deviations from the equation were also shown in other

studies.” %%

One theory proposes that the Gordon—Taylor nonlinear
behaviors between mixtures were due to the increase or
decrease in the entropy when the species were mixed together,
which can be explained by the difference of the van der Waals
forces and molecular interactions between different mole-
cules.”” The nonlinearity of the glass transition temperature of
the two-component mixtures with similar T, as shown here is
likely due to the van der Waals forces between the two species,
especially the additional hydrogen bonding formed between
the two alcohol compounds in this study. Combining the
results obtained from this study with those of Koop et al.”’
suggests that the glass transition of SOA may be heavily
influenced by compounds that have large differences in T, as
well as those that have the largest mass fractions. Therefore, to
estimate the glass transition temperature of SOA mixtures, the
individual components comprising a mixture can be catego-
rized into bins with a selected T, range (e.g, 15 K bin width).
The glass transition temperature within each bin does not
follow the Gordon—Taylor equation because of the van der
Waals force,*”® while T, between different bins can be
combined using the Gordon—Taylor equation.

Another important factor affecting the glass transition
temperature of ambient OA is the water fraction within the
particles. Ambient relative humidity levels can cycle from less
than 20 to 100%, thereby altering the water content of OA
particles and their glass transition temperatures. Water is
known to reduce the glass transition temperature of OA by
acting as a plasticizer; however, experimental data on the
extent of this effect is limited. In this study, the effects of water
content on the glass transition temperature of organic
compounds are studied systematically by varying the mixing

mixing ratio, with kgt = 0.784. A fit of the glass transition
temperatures of the butanediol—water mixture is obtained by
applying the Gordon—Taylor equation to the experimental
data, assigning the T, of pure water as 136 K. The fit to the
data suggests that the Gordon—Taylor equation is applicable
to such mixtures, possibly due to a relatively large difference in
the glass transition temperatures of the organic compound and
water. Using the 1,4-butanediol Gordon—Taylor factor as a
surrogate for SOA, especially those containing multiple
hydroxyl groups (such as isoprene-derived SOA), the effects
of water content on the glass transition temperature of SOA
can be estimated by applying Eqns. S4 and S7. The result is
shown in Figure 7 when using a cooling rate of 2 K/min as the
reference point of the T, Assuming ambient SOA have a
density of 1.2 g cm™ and a hygroscopicity factor x of 0.1,° the
relative humidity could reduce the glass transition temper-
atures by 10—40 K, depending on the humidity. At low-to-
medium relative humidity (RH < 60%), both the cooling rate
and water content have important effects on the glass
transition temperatures of SOA, as a faster cooling rate and
less water within the particles leads to an increase in the glass
transition temperature. At high relative humidity (60% < RH <
90%), water plays a dominant role on the glass transition
temperatures of SOA, which reduces T, as much as 40 K for
aerosols when compared with a dry environment.

3.4. Atmospheric Implications. The experimental data
from this study indicate that by utilizing authentic standards
from isoprene-derived SOA, aerosols containing a large
fraction of these isoprene-derived compounds may have high
enough glass transition temperatures that can lead to the
transition from the liquid/semisolid state to glassy state in the
upper troposphere. The transition to the glassy state reduces
the oxidative reactivity of OA by OH radicals and ozone and
also enhances deposition ice nucleation properties of aerosols.
The glassy phase state also slows down the diffusion of gas
phase molecules into the particles significantly, thereby limiting
heterogeneous reactions and further aging of the aerosol
particles.”” Recent studies by Riva et al. and Cui et al. show
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Figure 7. Effect of the cooling rate and water content on the glass transition temperatures of a SOA—water mixture, when using the 2 K/min
cooling rate and zero water content (RH = 0) as a reference point shown as the red dot. The numbers show the decreased glass transition
temperatures of the mixture when compared with the same mixture at the 2 K/min cooling rate and zero water content, which is indicated as the
red dot. The hygroscopic coefficient, k, is assumed to be 0.1. The bottom axis of the plot shows the relative humidity with respect to liquid water
(Rth) , while the top axis represents the relative humidity with respect to ice (RH;,) at —46 °C as an example, where heterogeneous ice nucleation
sometimes happens. The red solid arrows represent the relative humidity trajectories of aerosols with two different cooling rates, indicating that
both cooling rates and water content influence the glass transition temperatures.
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Figure 8. Effect of cooling rate on the glass transition temperatures of a SOA—organic mixture. The numbers show that the altitude difference (m)
at which the SOA become glass referred to the same SOA at the 2 K/min cooling rate and respective water content, which is indicated in the plot as
the red dotted line. A positive value means that the glass transition happens at a height lower than the reference 2 K/min cooling rate. The
hygroscopic coefficient, , is assumed to be 0.1. The bottom axis of the plot shows the relative humidity with respect to liquid water (RHj;), while
the top axis represents the relative humidity with respect to ice (RH;,) at —46 °C as an example, where heterogeneous ice nucleation sometimes
happens. The red arrows represent the trajectories of aerosols with two different cooling rates, indicating that cooling rates have a relatively
important effect on the height at which SOA become glass. The points in the figure represent four different RH and cooling rate conditions for the
aerosols to become glass.

that, in isoprene-rich regions, such as the Southeastern United
States or the Amazon rainforest, isoprene-derived organo-
sulfates likely contribute to the relatively large fraction of the
aerosol mass.””° Shiraiwa et al. shows that the phase state of
the aerosols depends on the ratio between the glass transition
temperature and ambient temperature (T,/T), with aerosols
becoming glassy when T,/T > 1.°% Therefore, SOA are likely

to form the glassy phase in the upper troposphere of these
isoprene-rich regions where the temperature is well below the
glass transition temperature of 2-MT-OS. Such transition of
the phase state may reduce heterogeneous oxidation of
aerosols in the upper troposphere and enhance ice cloud

formation.”® An improved understanding of the ice nucleation
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abilities of organic aerosols will help reduce the uncertainties of
climate effects of aerosols.

It is worth noting that cooling rate and water content of the
organic aerosols jointly impact the glass transition temper-
atures of OA in the atmosphere. The cooling rate, which can
be correlated with the updraft rate of an air parcel, has been
shown to influence the diffusion of water vapor, which alters
the glass transition temperatures.””*" However, our study
shows that cooling rates can also directly affect the altitude at
which OA become glass, and the effects are more pronounced
than its influence on the water diffusion to alter glass transition
in the ambient environment. Water uptake due to RH changes
can reduce the glass transition temperature by 20—30 K or
more. By combining the experimental data on the water
content and cooling rate on Ty, a model estimating the T, of
OA and the corresponding height differences were obtained to
estimate the impact of the two atmospheric variables on the
glass transition temperature, as shown in Figure 8 and Figure
S8. A baseline of 2 K/min cooling with zero water content is
applied to all scenarios for comparison. As shown in Figure 8, a
cooling rate changing from 2 K/min (points A and C in the
figure) to 10 K/min (points B and D in the figure) results in a
height difference of up to 400—800 m for the glass transition,
when the environmental RH is less than 90% and assuming a
hygroscopic factor k of 0.1.”° The figure also shows that the
initial environmental RH (especially when the RH is high) also
has a significant effect on the height where particles become
glass, when comparing the difference of height for points B and
D. Figures S7 and S8 show the sensitivity analysis of the
hygroscopicity on the glass transition temperatures. Based on
the sensitivity analysis, the uncertainty of Figure 8 was
determined to be +100 m, indicating that the updraft rate of
the aerosols can still have a significant impact on glass
transitions of the organic aerosols. The difference of height
when aerosols transform to the glassy state could also impact
ice nucleation prediction as the current model does not
consider the ice nucleation effects of organic aerosols and their
phase state with height.

The findings of this research also suggest that the prediction
of glass transition temperatures need to take the difference of
T, between different compounds into consideration. For
compounds with T, difference less than §—10 K, the
Gordon—Taylor equation may not be applicable. It is worth
noting that the aerosol organic composition, water content,
and cooling rate all need to be considered to predict the glass
transition temperature of the particles over the range of
ambient atmospheric conditions, which has profound
implications on the reactivity and climate effects of OA.
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