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Abstract
Protein structures can be classified as all-a, all-f3, a/p, o+ and £ according to protein chain folding topologies.
Previous studies have shown evidence that some correlation between the protein structural class and amino acid
composition does exist, and the protein structural class can be predicted to some extent according to amino acid
composition alone. In this study we apply Kohonen’s self-organization neural network to approach this problem.
The results obtained show that the structural class of a protein is considerably correlated with its amino acid
composition, and the neural network is a useful tool for predicting the structural classes of proteins.

1 INTRODUCTION

Protein structures can be classified into all-a, all-3, a/p, o+ [1] and { classes [2] according to
protein chain folding topologies. Prediction of protein structural class is very important to many
aspects of molecular biology. Previous studies have shown evidence that some correlation between
the protein structural class and amino acid composition does exist, and the protein structural class
can be predicted to some extent from the amino acid composition alone [3—16]. This implies that
protein structural class is significantly determined by the amino acids composition, although it is
well known that three dimensional protein structure is determined by the amino acid interactions
over the entire sequence chain. In this paper, we apply Kohonen’s self—organization neural network

to approach this problem. The neural network method was applied to a protein data set [17] derived
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from the SCOP database (http://scop.mrc—Imb.cam.ac.uk/scop/) [18]. As a result, high rates of self—
consistency (calibration) and jackknife (leave—one—out cross—validation) tests were obtained. This
shows that the structural class of a protein is considerably correlated with its amino acid

composition, and the neural network is a useful tool for predicting the structural classes of proteins.

2 MATERIALS AND METHODS

Kohonen’s self—organization neural network [19] is a two—layer network (Figure 1). Output
nodes are arranged regularly on a planar mapping grid. Each input node is connected to each output
node via a variable connection weight. Weights are adjusted interactively during training by input
data and organized gradually such that topologically close nodes are sensitive to inputs that are
physically similar. Kohonen’s model is well known for its self-organizing and self—adaptability by
learning and training with some representative examples to learn the fundamental characteristics of
the objects. Therefore, it can be used to predict the structure classes of proteins. The learning
algorithm of Kohonen’s network model is formulated below.

Xo X; Xn-o1

Figure 1. Self-Organization Neural Network.

Denote the feature number of samples with N, and the pre—specified block number as K.
Step 1: Initialize weights to small random values

0<W,<Li=0--,N-1;=0l--,K-1

Step 2: Present a new sample.
X = (X X, X, ),

H n—1

Step 3: Compute distance between X and each output node

N-1
d,t)=3 (X, W, 0)],j =0, K ~1
i=0
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Step 4: Select output node j* which has minimum distance

d.(t)= min (d ()

0<j<N-1

Step 5: Update weights
W, +1) =W, (0)+a®)x (X, =W, (). j € NE.(t)
W, (+1) =W, (1), j & NE,.(1
where 0<a(#)=30/(150+¢)is a gain function that decreases in time, NE .(¢) is a neighborhood

which contains neighboring nodes of j* in a certain range. During this process the range of the

neighborhood is changed such that j* initially has many nodes in its neighborhood and at the end

of the learning process it possesses only a few or no neighbors.
Step 6: Go to step 7 after all samples are processed. Otherwise go to step 2.
Step 7: Stop if ending criterion
max W+ 1) -W,0f<e

0<i<N-1,0<<K-1

is satisfied or a pre—set computational time is reached. Otherwise go to step 2.

Table 1. The PDB Code of the 204 Protein Chains

(1) 52 a—proteins

laep lash 1bcfA lentl lgdy 1hlb_ lilk Imaz_ Imls_ IrhgA
1spgB Isra_ 1vls_ 2fal 2hbg 3sdhA lallA Iflp_ libeA lithA
2gdm 21hb 1hdsB Imyt losa IsctA IspgA 1fslA 1hlm 11ht
loutA loutB IpbxA  1pbxB IsctB 1babB 2asr_ lbabA  1bgc 1bgeA
lemy 1hdaB 1hdsA libeB Imbs  2mml_ 2pghA 2pghB  lhdaA  lhrm_
ImygA  1vlk

(2) 61 B—proteins

1bbt2 lefb ledhA Igen IsacA ItcrA 2ayh 3hhrC 6fabL 8fabB
Ipex_ lvcaA ImfbL 1gnhA lyna 8fabA 1flrH 1ggiH lindH ljelH
2cgrH 7fabH IbbdH  leapA 1gafL 1gbg lggil 1ghfH 1hilB IncbL

InldH lopgL lospL lvgeL 21bjL 2mcgl 7fabL lacyL IbafL IbjmA
IbqlH IbgIL 1dfbL LforL 1ghfL liailL liaiM ligcL LikfL lindL
ImacA ImamL ImreH  IngqH InsnH  1plgH 1plgL ItetH Ixnd lyuhA
3hfmH

(3) 45 o/B proteins

lamp lceo levl 1dorA lgea Ighr lgym 11biA 1lucA ImasA
Inar_ Ipbn_ 1pftkA Isbp IscuA  1thtA Ivde lvpt Ixel IxyzA
2bgu 2ctc_ 2ebn 3pgal 8abp lenp 1gdhA 1lucB lobr lenv_
lexp Itrb 1ghsA 1hdgO 1wiA IwsaA 2alr_ 3ecaA  4dpfk lagx
IcerO lgia 2lip lula 2gbp
(4) 46 a+p proteins
laak lafbl 1bplA lcof leyw  ldef 1doi lepaB 1fil_ lgrj
1gtqA 1hjrA lhtp lino litg it ImkaA  Imsc_ InhkL  1pkp
Ipoc Irbu_ IseiA Isfe Isnc_ Istd Itfe Ivhh_ 1vhiA lvsd
1whtB 1ytbA 2tbd 8atcB lapyB  1div_ 1pvuA Inpk  2uce 1ril
2prd lhup InueA lcdwA  lpne 2kmb1
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In this paper, we used our own implementation (C language) of the Kohonen neural network
method. The data set in [17] consists of 204 protein chains (Table 1), which fall into one of the
following four structural classes: (1) all-a, (2) all-B, (3) o/B, (4) a+B. Owing to its correlation with
the amino acid composition, a protein can be represented by a point or a vector in a 20-D space.
Suppose there is a set of N proteins. Each of these proteins corresponds to a point in a 20-D space,

as can be formulated by

X, =| V| (k=12,-,N)

Xk 20

where x; ,x,,, ", X, ,, are the components of 20 amino acids for the k—th protein X, . In this

research, 1/(1+ X, ) is taken as the input of the neural network. Therefore, the number of units in

the input layer of the neural network is 20. The computations were carried out on a Silicon Graphics
IRIS Indigo work station (Elan 4000).

The training process of neural network is to adjust the network parameters (weights) according
to the learning algorithm until the error function of the network reaches its minimum. Each sample
is calculated in one cycle of the learning algorithm mentioned in this section before. The output
nodes form a X xY lattice (see Figure 2). After the learning process, the ending value € of the
training set reaches a very small value (e.g. 0.001) and these samples can be perfectly recognized by
the neural network. The trained network (including the important information at the weights) has
the function to identify the protein structure class. A testing sample (a protein) can be classified
according to which output node it falls nearest to (the maximum value is corresponding to the
similar point with the maximum scale product). In this research, we first test the self—consistency of
the method, later the method will be cross—validated (jackknife test).

3 RESULTS AND DISCUSSION

3.1 Success Rate of Self—Consistency and Prediction of Neural Network

In this research, the examination for the self—consistency (using the same data as a test case that
was used to perform the original training) of the neural network method was tested for a data set
from ref. [17] that contains 204 proteins: 52 all-a, 61 all-3, 45 o/B, 46 a+p. The rates of correct
prediction for the four structural classes were 185/204 = 90.1% (all-a proteins: 52/52 = 100%; all—-
B proteins: 61/61 = 100%; all a/p proteins: 37/45 = 82.2%; o+ proteins: 35/46 = 76.1%). This
indicates that after being trained, the neural network has grasped the complicated relationship

between the amino acid composition and protein structure classes (Figure 2).
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1 1 1 1 1 4 1 4 1 1 27 3 4 1 1 40 4 1 1 1
2 1 4 1 3 15 1 1 4 3 2801 4 1 4 41 4 1 3 2
3 3 3 2 2 16 3 2 2 2 29 2 2 2 2 42 2 2 2 2
4 2 2 2 2 17 2 2 2 2 30 2 2 2 3 43 2 2 2 4
5 3 1 1 1 18 4 1 4 4 31 4 4 4 4 4 4 1 2 2
6 1 1 1 1 19 1 4 4 3 32 4 4 4 3 45 4 3 4 1
7 3 2 3 3 20 3 4 4 1 33 1 1 1 1 46 1 1 1 1
8 4 4 4 4 211 4 4 3 34 4 4 3 3 47 4 3 2 1
9 4 3 1 1 22 3 1 1 3 35 3 3 3 3 48 1 3 1 2
10 1 1 1 4 23 4 4 3 3 36 3 3 3 4 49 3 3 3 1
1m 3 3 2 2 29 2 2 2 2 37 2 2 2 2 50 2 2 2 2
12 2 2 2 2 25 2 2 4 4 38 2 2 2 2 51 2 2 2 3
13 3 3 1 4 26 3 4 4 3 39 4 3 3 2

Figure 2. The Final SOM Grid (51%4).

3.2 Success Rate of Jackknife Test of Neural Network
Furthermore, we apply the cross—validation test (jackknife test) to the method. During the

process of jackknife analysis, both the training and testing data sets are actually open, and a protein
will in turn move from each to the other. As a result, the rates of correct prediction for the four
structural classes of 204 proteins were 127/204 = 62.3% (all-a: 39/52 = 75%; all-f: 54/61 =
88.5%; a/P proteins: 19/45 = 42.2%; o+ proteins: 15/46 = 32.6%.

3.3 Speed of Prediction

Only additions and multiplication are needed in the prediction for the independent data set, so
the speed is very high. In this research, it takes several milliseconds to compute the prediction for a
sample. If we make use of parallel computers or produce a special neural network hardware, the

speed will be even higher.

The above results, together with those obtained by the other prediction algorithms [4-17],
indicate that the structural class of a protein is considerably correlated with its amino acid
composition. It is anticipated that the Kohonen’s self—organization neural network and the covariant
discriminant algorithm [11, 14-17], if complemented with each other, will become a very useful

tool for predicting the structural classes of proteins.

Finally, it should be pointed out that the very high success rates of self—consistency obtained
here by no means represent the general rate of correct prediction in practical application, it only
reflects the excellent self—consistency of the current approach for a typical and well-defined data
set. The high self—consistency rates reported by many other investigators [4—16] should also be
interpreted as such. Although this is common sense in statistics, unfortunately there is some
confusion by some investigators who misinterpreted such a high rate as a “paradox” when
compared with the best secondary structure prediction rates (about 70% so far achieved). Actually,
there is no paradox at all in this regard. First, although the structural class prediction is based on the

amino—acid—composition not including the effect of sequence order, it counts all the amino acids of
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an entire protein (or domain) chain [17]. In contrast, although the secondary structure prediction
includes the effect of sequence order, the sequence is limited within a very small portion of a
protein chain without including the “long-range” interaction with the other part of the protein.
Hence there is reason whatsoever to be surprised if the secondary structure prediction rate thus
obtained is lower than the structural class prediction rate. Second, it has been clearly pointed out in
many previous publications [14—17] that the higher than 90% self—consistency rates should not be
misunderstood as the general rate of correct prediction in practical application. These rates only
reflect the fact that for the same testing data sets, the rate of correct prediction can be significantly
improved after taking into account coupling effect among amino—acid components [14—17]. Third, a
more appropriate way to compare these two types of prediction (i.e., the secondary structure
prediction and the structural class prediction) should be based on their jackknife rates. However,
owing to lack of a complete training data set, it is too premature to give a general deduction of such
a rate for structural class prediction. Without a complete or approximately complete training data
set, any attempt trying to find the upper—limit for the structural class prediction rate is invalid, and
the results thus obtained is misleading.

We have to mention that besides the Kohonen self—organization neural network, the prediction
of the protein structural classes can be made with other efficient classification algorithm, such as the
support vector machines, which were successfully used for predicting the membrane protein types
[20].
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